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Endnotes

Overview 

1. Clemens, Montenegro, and Pritchett (2008), background 
paper for this Report. 

2. Collier (2007). 
3. In Zambia a person in a settlement with more than 5,000 peo-

ple is considered urban; in India the threshold is 20,000. To compare 
urbanization across countries, this Report pioneers a new measure 
of population density, the “agglomeration index” (see chapter 1).

4. See World Bank 2007k. 
5. Fujita 2007. 
6. Mukherjee 2007. 
7. Koh and Chang 2005. 
8. de Blij 2005. 
9. Khanna 2008. 
10. World Bank 2008e. 
11. Throughout this Report, what is often called “regional devel-

opment” or “territorial development” is referred to as “area devel-
opment.” These policies must contend with even greater spatial 
unevenness as their scope widens to encompass a country. 

Navigating This Report

1. http://nobelprize.org/nobel_prizes/economics/laureates/1971. 
2. http://nobelprize.org/nobel_prizes/economics/laureates/

1971/kuznets-lecture.html.
3. Brown and others 2008. 

GIM 1

1. See Engerman and Sokoloff (2000a) and Acemoglu, Johnson, 
and Robinson (2002).

2. For a more detailed discussion of U.S. economic geography, 
see Kim and Margo (2004).

3. Fogel (1979) suggests that no single technology was respon-
sible for this reduction in cost. For example, he estimates that U.S. 
output in 1890 would have been only 4 percent lower if goods were 
transported by water rather than rail.

4. McCallum (1995).

Chapter 1

1. Farvacque-Vitkovic, Casalis, and Eghoff (2007), p. 37.
2. United Nations/Wilbur Smith Associates (1980), p. 2.
3. Siegel (1997), p. 61.
4. NUTS provides a single uniform classifi cation of territorial 

units for producing regional statistics for the European Union. The 
fi rst two administrative levels in most member states correspond 
to NUTS 2 and NUTS 3. NUTS 1, a larger unit representing the 
major socioeconomic regions, often does not correspond to exist-
ing administrative units within member states. 

5. The fi gures in this paragraph are derived from data on total 
land area, proportion of land area dedicated to agricultural uses, 
total employment, proportion of employment in agriculture, GDP, 
and proportion of gross value added (GVA) generated in agricul-
ture (Eurostat 2005; Belgium’s Offi ce of National Statistics 2006). 

Employment fi gures are for 2003, population fi gures for 2002, and 
GDP fi gures for 2005. All GDP fi gures are quoted using purchasing 
power standard (PPS) exchange rates.

6. Population fi gures are for year 2007 (www.citypopulation.de/
world.htm).

7. The tendency for the populations of the primate or largest 
few cities in a country to considerably outweigh the populations of 
cities down the hierarchy of places is refl ected in the tendency of 
the rank-size rule to break down at the top end of the size distribu-
tion of cities.

8. These defi nitions of the rank-size rule and Zipf ’s law are 
approximate. For more precise defi nitions see Gabaix and Ioan-
nides (2004).

9. Eeckhout 2004.
10. Martin 2005. Even in the United Kingdom, which has a 

highly spatially and institutionally concentrated fi nancial sector, 
large cities such as Birmingham, Manchester, Leeds, and Edinburgh 
have fairly large concentrations of venture capital fi rms, although 
regional stock exchanges had been abolished by the beginning of 
the 1970s.

11. Kim and Margo 2004.
12. Offi ce of the Deputy Prime Minister 2003.
13. Thanh, Anh, and Tacoli 2005.
14. Tiffen 2003.
15. Glaeser and Kahn 2001, p. 21.
16. Baker and others 2005, p. 15.
17. Peng, Zhu, and Song 2008, p. 7.
18. Glaeser and Kahn 2001.
19. Estimated from the gross product of the world’s major cit-

ies published in www.citymayors.com; Price Waterhouse Cooper 
2007.

20. This is equal to the excess of GVA measured on a workplace 
basis over GVA measured on a residence basis for London. Calcula-
tion is based on data from Offi ce of National Statistics (2006).

21. Figures on fl ows of earnings associated with commuting 
come from the U.S. Bureau of Economic Analysis. 

22. Quote taken from the glossary of the World Urbanization 
Prospects: The 2007 Revision Population Database (http://esa
.un.org/unup/.).

23. Even with time-series analysis, some care needs to be exhib-
ited with the World Urbanization Prospects database. For some 
countries the offi cial defi nition of an urban area has changed over 
time. In China, for example, the urban share in 1999 could have 
been 24 percent, 31 percent, or 73 percent depending on the offi cial 
defi nition of urban population used (Satterthwaite 2007).

24. Glaeser, Kolko, and Saiz 2001.
25. Statistics taken from Price Waterhouse Cooper 2007.
26. The estimates of urban consumption shares are based on 

available household surveys of different years, and the per capita 
GDP estimates are in 2000 U.S. dollars for the respective years (the 
data set is described in detail in Montenegro and Hirn 2008). 

27. Maddison 2008b.
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52. This fi gure, together with all other historical urban share fi g-
ures quoted in this section, is based on the defi nition of an urban 
area as a city with more than 5,000 inhabitants and taken from Bai-
roch and Goertz (1986). All fi gures on urban shares and populations 
for contemporary developing countries in this section have been 
taken, or calculated using data, from the United Nations (2006c). As 
previously noted, using this database to compare changes in urban 
share across countries is not as problematic as using it to compare 
levels of urban shares across countries. 

53. This sample consists of Belgium, Denmark, Finland, France, 
Germany, Greece, Italy, the Netherlands, Norway, Portugal, Spain, 
Sweden, Switzerland, and the United Kingdom. Its composition 
was determined by the availability of historical data from Bairoch 
and Goertz (1986).

54. Figure 1.13 illustrates a number of countries that, accord-
ing to the United Nations (2006), experienced positive change in 
urban share between 1985 and 2005. A handful of countries with 
populations greater than 1 million experienced “negative urban-
ization” over this period (for example, Armenia, Estonia, Georgia, 
Kyrgystan, Latvia, Moldova, Tajikistan and Uzbekistan). Although 
the defi nitions of an urban area have not changed for these coun-
tries, the pattern of declining urban shares may, in these cases, be 
related to the dissolution of the Soviet Union. A further two of the 
countries (the Czech Republic and the Slovak Republic) were parts 
of the former Czechoslovakia, and the dissolution of this country, 
along with the transition away from a planned economy, may have 
likewise affected their urban shares. For the remaining six countries 
(Iraq, Mauritius, Papua New Guinea, Sri Lanka, the United Arab 
Emirates, and Zambia), a number have unconventional or chang-
ing defi nitions of an urban area. For example, Papua New Guinea’s 
defi nition of an urban area is a center with 500 inhabitants or more, 
an unusually small threshold, while the United Arab Emirates’ 
urban population is measured as the population of nine cities.

55. Satterthwaite 2007.
56. United Nations 2006c.
57. This conclusion is based on historical estimate of U.S. urban 

population growth derived by combining historical data on urban 
shares from Bairoch and Goertz (1986) with historical data on 
country population sizes from Maddison (2008b).

58. Gwatkin and others 2007. 
59. Gwatkin and others 2007. 
60. Woods 2000.
61. Williams and Galley 1995.
62. Orwell 1937. 
63. Crafts 2008.
64. Williamson 1990.
65. Stockel 2002.
66. Kim and Margo 2004. 

Chapter 2

1. Armstrong and Taylor 2000. See, in particular, chapter 8.
2. Beaumier 1998.
3. Krugman (1991a), pp. 11–13.
4. See, for example, Barro and Sala-I-Martin (2004).
5. OECD (2007), p. 14.
6. Blanchard and Katz 1992.
7. OECD (2006), p. 13.

28. Kim and Margo 2004.
29. This is the so-called home market effect of the new eco-

nomic geography, also discussed in chapter 4. The concentra-
tion of economic activity in urban areas also entails additional 
 productivity-enhancing effects, as discussed in chapter 4.

30. This tendency for urbanization to produce a divergence in 
basic welfare indicators in favor of urban areas distinguishes the 
modern-day developing countries from the industrializers of the 
nineteenth and early twentieth centuries, discussed below.

31. Based on 2003 data from Maddison (2008b).
32. European Commission 2001.
33. Miles 2007.
34. As measured in constant 1990 international dollars using 

data from Maddison (2008b).
35. An area is defi ned as predominantly urban (rural) if more 

than 50 percent of its population lives in urban (rural) areas. An 
area is also classed as predominantly urban if its urban population 
share is between 15 and 50 percent and it has an urban center of 
more than 500,000 inhabitants (1 million for Japan) representing 
in excess of 25 percent of the area’s population.

36. Some care is required in this case. The increase in the U.S. 
urban wage premium during this period might have had less to do 
with better lives in cities than with the effects of large declines in 
the relative prices of agricultural commodities (Barro and Sala-I-
Martin 2004, p. 470).

37. These estimates of urban consumption and urban shares of 
population are based on country household surveys of different 
years, depending on availability. 

38. As illustrated later for China, however, this is not the case for 
all developing countries. Although there is a negative relationship 
across Chinese provinces between the urban share and the ratio of 
urban to rural income, this relationship has shifted upward since 
the late 1990s.

39. “Access to water” is defi ned here as any access to improved 
water sources. These sources vary according to the local context, 
but include wells, communal taps, piped water, and trucks selling 
water. Similarly, “sanitation” refers to a range of qualifi ed items 
such as latrines and outhouses. 

40. The countries included in the sample are Bangladesh, Benin, 
Bolivia, Burkina Faso, Cameroon, Chad, Colombia, the Domini-
can Republic, the Arab Republic of Egypt, Ghana, Guatemala, 
Haiti, India, Indonesia, Kazakhstan, Kenya, Malawi, Mali, Morocco, 
Mozambique, Namibia, Nepal, Nicaragua, Nigeria, Peru, the Phil-
ippines, Tanzania, Turkey, Uganda, Vietnam, Zambia, and Zimba-
bwe.

41. Gwatkin and others 2007.
42. Satterthwaite and others 2007.
43. The Economist 2007a.
44. Satterthwaite and others 2007.
45. Satterthwaite and others 2007.
46. Data on Delhi’s population comes from United Nations 

(2006). 
47. Smith 1989.
48. Crafts 2008.
49. Williamson 1982.
50. The Economist 2007a.
51. Satterthwaite and others 2007.
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35. The concentration measure in this section focuses only on 
the level of concentration (density) in the leading area of each 
country. It does not provide information for the spatial distribution 
of density across the remaining areas.

36. GDP per capita fi gures are taken from Maddison (2008b).
37. Krugman (1991a), pp. 11–13.
38. Ingram and Whitehead 2008.
39. The source of information is a set of more than 120 house-

hold surveys in 75 countries, with some countries having two years 
of observations. For each country and year, we estimate household 
consumption for individual households. In some countries, only 
household incomes are available. Then, we aggregate the household 
consumption into total household consumption for each census 
region of the country. The concentration measure for a country is 
proxied by the highest regional share of total household consump-
tion.

40. The source of information is Yale University’s William Nord-
haus’s Geographically Based Economic Database (http://gecon.yale.
edu/). This database of population, gross product, and land area of 
subnational areas covers more than 90 countries.

41. In cross-country comparisons, use of a standardized grid cell 
helps avoid the cross-level fallacy, in which the number of parti-
tions can affect the variance of the measure. Like the procedure for 
estimating the spatial Gini coeffi cient, we rank the terrestrial grid 
cells in descending order according to their GDP density and plot 
the cumulative land area on the horizontal axis against cumulative 
gross product on the vertical axis. Then a polynomial function is 
fi tted to the data to predict the share of GDP within the densest 5 
percent of the country’s land area. 

42. Spatial Gini coeffi cients consider the distribution of density 
across a country’s entire land area. The coeffi cient equals zero if 
economic density is evenly distributed across space, while it equals 
one if all production takes place within a single terrestrial grid cell. 
Spatial Gini coeffi cients of GDP density are computed in three 
steps. First, grid cells are ranked in descending order according to 
density of economic mass (GDP per square kilometer). Second, 
cumulative shares of land area are derived, plus a corresponding 
series of cumulative shares of GDP, by grid cell. Third, these two 
measures are plotted against each other to produce a Lorenz curve, 
and the spatial Gini coeffi cient is calculated as the ratio of the area 
between the uniform distribution line and the Lorenz curve to the 
area below the uniform distribution line.

43. Krugman 1993.
44. Based on constant 1990 international Geary-Khamis dollars 

in Maddison (2008b).
45. The coeffi cient of variation increased from 0.107 to 0.148 

(Crafts 2005).
46. Comparison based on GDP per capita fi gures from Maddi-

son (2008b).
47. Roberts 2004.
48. Barro and Sala-I-Martin 1992.
49. Green 1969.
50. We defi ne the welfare measure as per capita gross cell prod-

uct, and spatial disparity as the ratio of the highest-to-lowest per 
capita gross cell product. Other measures of spatial inequality—
such as the difference between the 90th percentile and the 10th per-
centile and that between the mean for the top 10 grid cells and the 

8. France’s National Statistics Offi ce’s Web site (www.insee.fr/fr/
default.asp). 

9. Länder National Accounts Working Group (http://www
.statistik-portal.de).

10. This pattern is familiar to development specialists as the 
“Kuznets curve,” named for the Nobel economist Simon Kuznets. 
Although the Kuznets curve depicts a relationship between a coun-
try’s economic development and its interpersonal income inequal-
ity, the hypothesis Kuznets forwarded to explain this relationship 
corresponds to that underlying the relationship between spatial 
inequality and development documented in this chapter.

11. Poncet 2006.
12. Buys, Deichmann, and Wheeler 2006.
13. Poncet 2005.
14. Poncet 2006.
15. Tobler 1970.
16. Angeriz, McCombie, and Roberts 2008.
17. Lipsey and Nakamura 2006. 
18. Henderson, Kuncoro, and Nasution 1996.
19. Deichmann and others forthcoming.
20. Henderson, Shalizi, and Venables 2001.
21. U.S. Bureau Census, various years.
22. Aghion and Williamson (1998), pp. 144–51.
23. Taylor and Williamson 2006.
24. Angeriz, McCombie, and Roberts 2008.
25. Fingleton 2003.
26. Deichmann and others 2005.
27. Hering and Poncet 2006.
28. Da Mata and others 2007.
29. Paillacar 2007. 
30. Head and Mayer 2006.
31. Collier 2007.
32. Estimates generated from Nordhaus’s Geographically Based 

Economic Database (http://gecon.yale.edu/), compiled from infor-
mation gathered in 1990. 

33. Time-series data on spatial concentration were assembled 
for 10 countries—some, however, with only two observations. 
Countries in the sample are Canada (1890–2006), Spain (1850–
2000), France (1801–1999), the Netherlands (1850–2006), Japan 
(1900–2000), United States (1960–2000), Brazil (1960–2004), Chile 
(1975–2004), Thailand (1975–2004), Indonesia (1989–2005), and 
the Philippines (1980–2005. Except France, Spain, and the Nether-
lands, where population is used, economic mass is measured based 
on GDP. Data come from a variety of sources. But, as explained 
below, this combination of information sources does not consti-
tute a signifi cant problem because the concentration measure—a 
ratio—is robust to various indicators. 

34. In what follows, the concentration measure is defi ned 
according to the following method. First, we estimate an area’s 
hypothetical share of national GDP under the assumption that this 
GDP exhibits a uniform spatial distribution. Second, we identify 
the area with the highest actual share of national GDP. Third, we 
divide the actual GDP share of this leading area by its hypothetical 
(uniformly spatially distributed) share to get our measure of spatial 
concentration. For example, if the leading area has an actual share 
of 10 percent and a hypothetical share of 2 percent, then the mea-
sure of concentration is equal to 5. 
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82. GDP per capita fi gures for Shanghai and Guizho have been 
calculated for 2005 by multiplying the estimates for relative pro-
vincial performance by Maddison’s estimate of national GDP per 
capita. The fi gures are in 1990 international dollars. Comparisons 
with Britain are likewise based on Maddison’s data from Maddison 
(2008b).

Chapter 3

1. Figures are based on Maddison (2006). Between 1820 and 
1998, GDP increased from $694.4 billion to $33,725.9 billion in 
1990 international dollars. Population during that time grew from 
1.04 billion to 5.3 billion, a fi vefold increase at about 1 percent per 
year. 

2. These estimates are based on the G-Econ project database 
assembled at Yale University (see Nordhaus 2006). The database 
provides estimates for 1990 of GDP, population, and land area of 
regular grid cells that are about 100 by 100 kilometers at the equa-
tor. These fi gures likely underestimate actual concentration.

3. Ohmae 1990.
4. The numbers include land borders between nation-states 

only. So, borders between colonies in the nineteenth or early twen-
tieth century are not considered. 

5. Blake 2005.
6. The measure summarizes four indicators representing 

restrictions to the flow of goods, capital, people, and ideas: (1) 
average tariffs (World Bank data), (2) capital openness (Chinn 
and Ito 2006), (3) proportion of countries that need a visa to visit 
that country (Neumayer 2006), and (4) a press freedom index 
that includes information such as Internet filtering (Reporters 
without Borders for Press Freedom 2007). These measures are 
discussed in more detail later in the chapter. All indicators were 
normalized and rescaled from more open to more closed bor-
ders and summed. An index based on rank sizes provides similar 
results. The data typically refer to 2005 or 2006, but in a few 
instances they refer to 2004. For a few countries with only three 
of the four indicators were available, the missing values were 
replaced by the overall mean. Among the larger countries, this 
affected Afghanistan, Cuba, the Democratic Republic of Congo, 
Serbia and Montenegro, Tajikistan, and the Republic of Yemen. 
The index captures many but not all barriers and divisions. For 
instance, incompatible laws and regulations can have an impact 
on country well-being. 

7. There are several globalization indexes that capture similar 
aspects of international barriers. One example is the KOF Index of 
Globalization (globalization.kof.ethz.ch). However, these indexes 
typically mix country regulations such as tariff levels with outcome 
variables such as the share of exports in GDP. For the illustrative 
analysis in this chapter, we are strictly interested in how countries 
themselves manage economic interaction. 

8. See McCallum (1995) and Helliwell (2002).
9. Anderson and van Wincoop 2003; 2004.
10. Bhagwati and Srinivasan 2002; Alcalá and Ciccone 2004.
11. Rodriguez and Rodrik 2000; Slaughter 2001.
12. World Bank 2007j.
13. Kee, Nicita, and Olarreaga (2006) develop measures of 

trade restrictions that include some of these aspects. Available for 
a smaller set of countries than the average tariff index, this subset 
shows a high correlation with the average tariff index.

mean for the bottom 10 grid cells—and coeffi cients of variation 
show similar stylized patterns. 

51. For each country and year, we estimate a Mincerian-type 
regression with per capita household consumption as the depen-
dent variable, a set of location dummies as the independent vari-
ables, and standard observable household characteristics (such as 
household size and household head’s education, gender, age, and 
marital status) as control variables. The location variables are broad 
census regions. The difference between the maximal and minimal 
coeffi cients on the location dummy variables is our disparity mea-
sure in consumption between leading and lagging areas, purely 
because of location.

52. We estimate the relationship between spatial disparity 
and GDP per capita by pooling the disparity estimates from each 
household survey in a regression analysis that also controls for the 
number of census regions within each country and each country’s 
land area. The inverse relationship between spatial disparities in 
consumption and the level of development was found to be robust 
to various model specifi cations (to the use of different sets of con-
trol variables). 

53. These estimates are in 2000 U.S. dollars for the years of the 
household surveys during the 2000s.

54. Yemtsov 2005.
55. Kanbur and Zhang 2005; Milanovic 2005.
56. Demurger and others 2002.
57. World Bank 2007.
58. Georgia was the only country in the region not to enjoy a 

reduction in absolute poverty over the period. Douthat, Poe, and 
Cutler (2006), p. 52, and World Bank (2005e).

59. Ferreira 2000.
60. GDP per capita fi gures taken from Maddison 2008b.
61. Naudé and Krugell 2006.
62. Cárdenas and Pontón 1995.
63. Hill, Resosudarmo, and Vidyattama 2007. 
64. Wisaweisuan forthcoming.
65. Son forthcoming.
66. Based on United Nations (1997) and United Nations 

(2005).
67. Garcia-Verdu 2005; Fuentes and Montes 2004. 
68. Public Administration Research and Consultation Centre 

(PARC) 2004.
69. Government of India Planning Commission 2002b.
70. Sri Lanka National Council for Economic Development and 

UNDP (2005).
71. Government of Sri Lanka 2008.
72. Kenya Ministry of Planning and National Development and 

UNDP (2005).
73. Smith (1976), p. 122.
74. Venables 2006.
75. Chang 2005.
76. Hanson 1998b.
77. Demurger and others 2002.
78. He forthcoming. 
79. Venables 2006.
80. Crafts (2005), table 4, p. 59.
81. Calculations are for 2005, based on data from the China 

Statistical Yearbook (2006), (http://www.stats.gov.cn/tjsj/ndsj/2006/
indexeh.htm). 
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46. Leamer (2007) highlights this point.
47. Bourguignon and Morrisson 1998; World Bank 2007a.
48. Morrisson and Murtin 2005.
49. Maddison 2006.
50. Bourguignon and Morrisson 2002.
51. Collier 2007.
52. Cutler, Deaton, and Lleras-Muney (2006) discuss the drivers 

of falling mortality rates that led to these increases in longevity.
53. Morrisson and Murtin 2005.
54. The inequality numbers may underestimate the true dis-

parities in human capital outcomes. “Years of schooling” relates 
only to primary and secondary education and therefore has an 
inherent maximum value. Many developed countries have essen-
tially achieved a natural maximum some time ago, but they have 
made further progress in improving the quality of education and 
in expanding tertiary education. Developing countries have been 
catching up on primary and secondary education, but less so in 
other dimensions of human capital.

55. Cohen and Soto 2007.
56. These numbers may overstate improvements somewhat, 

because no data are available for several countries that are likely 
among the worst performers.

57. Baumol 1986; De Long 1988; Barro and Sala-I-Martin 1992; 
Quah 1996.

58. Maddison 2006. Pre-1990 data for Eastern Europe are likely 
somewhat less reliable.

59. Lederman, Maloney, and Servén 2005.
60. Pallage and Robe 2003.
61. Nordhaus 2006.
62. Snow, Craig, Deichmann, and Marsh 1999.
63. Caselli 2005.
64. Easterly and Levine 2001.
65. Baldwin, Martin, and Ottaviano 2001.
66. Puga and Venables 1999; Shatz and Venables 2005.
67. Levinson 2006.
68. Economic Intelligence Unit 2007.
69. Wolf 2004. Others, however, such as Bordo, Eichengreen, 

and Irwin (1999), think trade and capital markets are more inte-
grated today.

70. Leamer 2007.
71. According to UN Comtrade data for 2004 and using fi g-

ures reported by China—for example, Japan has a trade surplus in 
manufacturing of US$21 billion with China, the Republic of Korea 
US$34 billion, Thailand US$6 billion, the Philippines US$5 billion, 
and Indonesia US$1 billion. 

72. New York Times, February 22, 1999.

GIM 2

1. Baldwin and Wyplosz 2006; Crafts and Toniolo 1996.
2. Baldwin 2008.
3. Baldwin 1995.

Chapter 4

1. Smith (1976), p. 21.
2. See Glaeser, Kolko, and Saiz 2001; Sinai and Waldfogel 2004. 
3. Discussion of agglomeration economies dates as far back as 

Smith’s consideration of specialization and the division of labor 
(Smith (1976)); Marshall’s information spillovers, searching and 

14. See Chinn and Ito (2006). The Chinn-Ito index of capital 
openness is derived from the IMF’s Annual Report on Exchange 
Arrangements and Exchange Restrictions (AREAER). It is the fi rst 
principle component of four binary variables reported: existence 
of multiple exchange rates, restrictions on current account, capital 
account transactions, and requirement of the surrender of export 
proceeds. See Chinn and Ito (2006). The original index values were 
rescaled between 0 (lowest restrictions among all countries) and 
100 (highest restrictions). The regional averages are unweighted.

15. McKenzie 2001; Kose, Prasad, Rogoff, and Wei 2006; Chinn 
and Ito 2006; Henry 2007.

16. Quinn and Toyoda 2006.
17. Bekaerta, Harvey, and Lundblad 2005.
18. Kose, Prasad, Rogoff, and Wei 2006.
19. Pritchett 2006.
20. Quantifying these benefi ts is diffi cult. But a recent study 

estimates that a 3 percent increase in the labor force of industrial 
countries could provide a $356 billion gain (World Bank 2005).

21. Pritchett 2006.
22. Neumayer 2006.
23. McKenzie 2007.
24. Linden, Kraemer, and Dedrick 2007. Another example of the 

importance of knowledge-intensive activities is given by Oppen-
heimer (2008): Of each cup of Latin American–grown coffee that 
U.S. consumers buy, only 3 percent of the price goes to the region’s 
farmers. The rest funds genetic engineering, processing, branding, 
marketing, and other knowledge-based activities, which are mostly 
based outside the region.

25. Criscuolo, Haskel, and Slaughter 2004.
26. Brunettia and Weder 2003; Keefer and Khemani 2005.
27. Data available online at www.rsf.org. 
28. Gallup, Sachs, and Mellinger 1999.
29. See Collier 2007.
30. Alesina and Spolaore (2003), p. 81.
31. Winters and Martins 2004.
32. Bertram 2004; World Bank 2006a.
33. Alesina, Devleeschauwer, Easterly, Kurlat, and Wacziarg 

2003.
34. Collier 2007.
35. Spolaore and Wacziarg 2005.
36. Simmons 2006.
37. Blake 2005.
38. Collier 2003; 2007. Miguel, Satyanath, and Sergenti (2004) 

show that the impact can also be in the opposite direction. Based 
on data for African countries from 1981–99 and using rainfall data 
to correct for potential endogeneity, they estimate that a negative 
growth shock of 5 percent increases the likelihood of confl ict by 
one-half in the following year. 

39. See endnote 2 for data source. These data by grid cells may 
still underestimate concentration, because the estimates are based 
on data for 1990 and high-concentration areas have likely grown 
faster than low-concentration areas. 

40. Maddison 2006.
41. Bairoch 1982.
42. Tilly 1990.
43. Maddison 2006.
44. See box 0.2 for defi nitions of WDR regions.
45. Disdier and Head 2008.
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the slow diffusion over space of location- and industry-specifi c 
information.

27. Carlton 1983; Wheeler and Mody 1992; Carlino 1979; and 
Hay (1979) fi nd that concentration of industrial activity is favor-
able for infl uencing U.S. fi rms investment and location decisions. 

28. World Bank 2006c.
29. Burchfi eld and others 2006.
30. Instituto de Pesquisa Economica Aplicada (ipeadata.gov.br).
31. Data from World Bank (2007j).
32. Devereux, Griffi th, and Simpson (2004) for the United King-

dom; Ellison and Glaeser (1997) for the United States; and Maurel 
and Sédillot (1999) for France. 

33. Rosenthal and Strange 2004.
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