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This World Development Report is about building
market institutions that promote growth and
reduce poverty, addressing how institutions

support markets, what makes institutions work, and
how to build them. 

This theme is a natural continuation of last year’s
Report, which demonstrated that markets are central
to the lives of poor people, that institutions play an im-
portant role in how markets affect people’s standards of
living and help protect their rights. This Report identi-
fies how institutions can promote inclusive and inte-
grated markets, and ensure stable growth and thus dra-
matically improve people’s incomes and reduce poverty.
It is about equal opportunity and empowerment for
people, especially the poor.

Some countries have successfully harnessed market-
oriented reforms to improve the welfare of all their peo-
ple. But in other countries, markets have not given peo-
ple as much incentive to engage in wider trade, the
ability to use fully their skills and resources, and oppor-
tunities to increase their income.

Effective institutions can make the difference in the
success of market reforms. Without land-titling insti-
tutions that ensure property rights, poor people are un-
able to use valuable assets for investment and income
growth. Without strong judicial institutions that en-
force contracts, entrepreneurs find many business ac-
tivities too risky. Without effective corporate gover-
nance institutions that check managers’ behavior, firms
waste the resources of stakeholders. And weak institu-
tions hurt the poor especially. For example, estimates
show that corruption can cost the poor three times as
much as it does the wealthy. 

Addressing the challenge of building effective institu-
tions is critical to the Bank’s mission of fighting poverty.

Foreword

We recognize the central importance of institutions in
the development process through the Comprehensive
Development Framework, which stresses the interde-
pendence of institutions with the human, physical, and
macroeconomic sides of development.

The Report emphasizes the importance of histori-
cal context: where countries are today affects where
they can go. It also takes a pragmatic approach to in-
stitution building, focusing on what can be done prac-
tically rather than on what should be done in an ideal
world. Social and political factors affect the pace of
change, and sweeping reforms are not always possible.
It is important to work on the areas where opportuni-
ties present themselves; each step can take countries
forward—if correctly designed. And smaller reforms
can build constituencies for larger ones.

This Report recognizes that one size does not fit all
in institution building and provides policy guidance on
how to develop appropriate institutions. Building on
the successes of countries, and learning from the fail-
ures, the Report provides a deeper understanding of
market-supporting institutions and a better apprecia-
tion of how people may build such institutions. In iden-
tifying how to promote institutional change, it looks at
the roles of private and public, and national, local, and
international, actors. It draws on a wealth of research
and practical experience from inside and outside the
Bank, as well as on insights from many disciplines, pre-
senting new research and data on institutions. 

From these diverse sources, the Report distills four
lessons on building effective institutions: 

� Design them to complement what exists—in terms
of other supporting institutions, human capabilities,
and available technologies. The availability and costs
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of supporting institutions and capacity determine
the impact of any particular institution. By under-
standing how institutions interact, we can identify
priorities.

� Innovate to identify institutions that work—and
those that do not. Sometimes this requires experi-
mentation. Even in countries with similar incomes
and capacities, innovation can create stronger insti-
tutions because of differences in local conditions,
differences that range from social norms to geogra-
phy. Countries can gain from expanding successful
public innovations and adopting private innova-
tions. But they must also have the courage to drop
failing experiments.

� Connect communities of market players through
open information flows and open trade. Exchanging
information changes behavior. It creates demand for
institutional change by holding people to account
and by supplying ideas for change from outside the
community. Linking communities of people in net-
works of information and trade is thus a priority for
those building market-supporting institutions.

� Promote competition among jurisdictions, firms,
and individuals. Developing country market actors
often face too little competition, and changing this
will significantly improve institutional quality.
Greater competition modifies the effectiveness of ex-
isting institutions, creates demand for new ones, and
increases choice for consumers. Competition among
jurisdictions highlights successful institutions and
promotes demand for them. Competition among
firms and individuals does the same. 

These broad lessons, as well as the detailed analysis
and many examples throughout this Report, will help
us and policymakers build institutions that ensure sta-
ble and inclusive growth and thus improve people’s in-
comes and reduce poverty.

James D. Wolfensohn
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Definitions and data notes

The countries included in regional and income
groupings in this report are listed in the Classification
of Economies table at the end of the Selected World
Development Indicators. Income classifications are
based on GNP per capita; thresholds for income clas-
sifications in this edition may be found in the Intro-
duction to Selected World Development Indicators.
Group averages reported in the figures and tables are
unweighted averages of the countries in the group un-
less noted to the contrary.

The use of the word countries to refer to economies
implies no judgment by the World Bank about the
legal or other status of a territory. The term developing
countries includes low- and middle-income economies
and thus may include economies in trasition from cen-
tral planning, as a matter of convenience. The term de-
veloped or industrial countries may be used as matter of
convenience to denote the high-income economies.

Dollar figures are current U.S. dollars, unless other-
wise specified. Billion means 1,000 million; trillion
means 1,000 billion.

The following abbreviations are used:

EU European Union
FDI Foreign direct investment
GATT General Agreement on Tariffs and Trade
GDP Gross domestic product
GNP Gross national product
HIV/AIDS Human immunodeficiency virus/

acquired immune deficiency syndrome
IPR Intellectual property rights
NGO Nongovernmental organization
OECD Organisation for Economic Co-

operation and Development
PPP Purchasing power parity
R&D Research and development
SMEs Small and medium-size enterprises
TRIPS Trade-Related Aspects of Intellectual

Property Rights
WTO World Trade Organization



P A R T  I

Introduction



How do we account for the persistence of poverty in the
midst of plenty? If we knew the sources of plenty, why
don’t poor countries simply adopt policies that make
for plenty? . . . We must create incentives for people to
invest in more efficient technology, increase their skills,
and organize efficient markets. Such incentives are
embodied in institutions.

—Douglass C. North, 2000

I n the 11th century the Maghribi traders of North
Africa wanted to expand business across borders,
all around the Mediterranean. Trade in each center

was free of formal regulations and restrictions, and
competitive, with many buyers and sellers negotiating
prices through brokers, open-bid auctions, and direct
dealings. Cross-border trade also was generally free of
formal regulations and restrictions. But it was fraught
with uncertainty about selling prices, the quality on
arrival, and the possibility of theft. Only if merchants
traveled with their goods to distant markets could they
ensure the safe arrival and sale of their merchandise.
Such risks and costs naturally limited trade.

So in all major trading centers around the Mediter-
ranean, the Maghribis set up overseas agents to repre-
sent their interests and exchange information about
markets. Being from the same community, these agents
were seen as trustworthy. And with fewer contractual
problems, Maghribi merchants no longer needed to
travel to ensure that they would not be cheated. Infor-
mation flowed freely in this network bound by social
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ties. And the rules of the organization, although not
written, were self-enforcing. Remaining in the coali-
tion of traders best served each member’s interests. So-
cial ties cemented mutually beneficial business rela-
tionships, and cross-border trade flourished.

Today, a millennium later, people everywhere face
similar problems in striving to improve their well-
being through market activity. African entrepreneurs
lack information about potential business partners.
Poor farmers in Latin America lacking formal title to
their land cannot use it as collateral to secure access to
credit. Budding entrepreneurs in Central Asia, trying
to start new businesses, run into political obstacles
from established firms and the state.

Despite the problems, many people in rich countries
and poor are engaged in productive—and rewarding—
market activity. As World Development Report 2000/
2001 argued, income from participating in the market
is the key to boosting economic growth for nations and
to reducing poverty for individuals. This Report is
about enhancing opportunities for poor people in mar-
kets, and about empowering them. What makes mar-
ket activity rewarding and possible for some, and not
others? Why are some market systems inclusive and in-
tegrated, allowing benefits to flow to the poor as well
as the rich, the rural people as well as the urban? And
why are other markets localized and segmented?

The Maghribi example illustrates some of the rea-
sons. Markets allow people to use their skills and re-
sources and to engage in higher-productivity activities
if there are institutions to support those markets. What





are these institutions? Rules, enforcement mechanisms,
and organizations supporting market transactions. Ex-
tremely diverse across rich and poor communities and
nations, they help transmit information, enforce prop-
erty rights and contracts, and manage competition in
markets. All market-supporting institutions do one or
more of these things. And in so doing, they give peo-
ple opportunity and incentives to engage in fruitful
market activity. 

This Report is about people building institutions that
support the development of markets. The 2000/2001
Report underscores the importance of institutions in af-
fecting poor people’s participation in markets. This Re-
port discusses both institutions that support growth and
those that directly affect access of people left out of
many market activities. It considers those institutions
that provide opportunities for people and that empower
them. It goes beyond the 2000/2001 Report by analyz-
ing what institutions do to promote growth and facili-
tate access and by suggesting how to build effective in-
stitutions. And it emphasizes how institutions can help
people make better use of the assets they own and how
to accumulate more. In focusing on institution build-
ing, it does not devalue the importance of policy. But
good policies are not enough. The details of institution
building matter for growth and poverty reduction.

The Report contributes to existing work on institu-
tions and markets in several novel ways. It provides a
diagnostic framework for understanding how institu-
tions support market activity. Bridging the gap between
theory and evidence across disciplines, it also builds on
existing evidence on the role of institutions and insti-
tutional change. It extends previous empirical work on
institutional change to developing countries and pre-
sents a framework for institutional change. It confirms
that one size does not fit all in considering institutional
design. But it does more than that. It illustrates how to
proceed in building more effective institutions. It pro-
vides policy guidance by taking a pragmatic approach.
The aim is not to define what should be done in an
ideal world, but what can be done in today’s world. 

In understanding what drives institutional change,
the Report emphasizes the importance of history. Many
developing countries have been nation-states for a short
time compared with industrial countries. The evolution
of nations teaches that building institutions takes time
and that the process within each country may stall or
reverse because of political conflicts or economic and
social conditions. It offers lessons about the process of
change and the importance of norms and culture in

particular countries. Institution building is generally a
cumulative process, with several changes in different
areas building up to complement and support each
other. This Report identifies elements of such a strat-
egy. Even small changes can build momentum for fu-
ture changes. The whole is greater than the parts, and
even moderate progress in the parts can contribute to a
better system to promote growth and reduce poverty.

Four main lessons emerge for institution building.
The first two are about supplying effective market-
supporting institutions. But supplying institutions is
not enough. People must want to use them too. Thus,
the second two lessons are also about creating the de-
mand for such institutions, and about the forces for
change within countries.

To ensure effective institutions: 

� Design them to complement what exists—in terms of
other supporting institutions, human capabilities, and
available technologies. The reason? The availability and
cost of supporting institutions, existing levels of cor-
ruption, human capacity and technology determine
the impact of a particular institution. That is why in-
stitutions that achieve their goals in industrial coun-
tries may not do so in developing ones. Much of the
important work in building institutions lies in modi-
fying those that already exist to complement better
other institutions and in recognizing what not to build
in a particular context, as much as what to build. “Best
practice” in institutional design is a flawed concept.

� Innovate to design institutions that work—and drop
those initiatives that do not. Even in countries with
similar incomes and capacities, innovation can create
stronger institutions because of differences in local
conditions—differences ranging from social norms
to geography. Experimentation, which has some costs
that must be recognized, can nevertheless help iden-
tify new and more effective structures. Countries can
gain from expanding successful public innovations
and adopting private innovations. But they must also
have the courage to drop failing experiments.

� Connect communities of market players through open
information flows and open trade. Exchanging goods
and services outside existing networks and commu-
nities creates demand for market-supporting institu-
tions. Exchanging information through open debate
creates demand for institutional change by holding
people to account, by changing behavior, and by sup-
plying ideas for change from outside the community.
Linking communities of people in networks of infor-
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mation and trade is thus a priority for policymakers
building market-supporting institutions.

� Promote competition among jurisdictions, firms, and
individuals. Greater competition modifies the effec-
tiveness of existing institutions, changes people’s in-
centives and behavior, and creates demand for new
institutions. Developing country actors may face too
little competition, often because of current institu-
tional structures. Changing this will improve the qual-
ity of other institutions. Competition among jurisdic-
tions—for example, among different states within a
country or between countries—highlights successful
institutions and promotes demand for them. Compe-
tition among firms and individuals does the same. 

This chapter first provides a framework for evaluat-
ing the role of institutions in supporting market trans-
actions, growth, and poverty reduction. It then focuses
on the four main lessons on institution building, fol-
lowed by a discussion of the impact of political and so-
cial forces on institutional evolution.

How do institutions support markets?

Small vendors engage in simple spot-market transac-
tions, with buyers and sellers dealing face to face in
fairly standard products whose quality is easy to verify.
A rural vegetable market in a poor country is such a
market. Large multinational firms exchange more dif-
ferentiated products, facing greater difficulties in veri-
fying quality and bigger separations in time and space
between the quid and the quo. International exchange
of food products is an example of such a market. Most
economies have both types of markets—the first more
common in developing countries, the second in indus-
trial economies. 

Developed markets, more global, inclusive, and inte-
grated, offer more opportunity choice. Underdeveloped
markets, more likely in poor countries, are more likely
to be local and segmented. So, compared with farmers
in Canada, poor farmers in Bangladesh have fewer op-
portunities—and far fewer formal institutions (such as
banks and formal courts) to reduce their risks and in-
crease their opportunities. 

What limits market opportunities? Transaction costs
from inadequate information, incomplete definition
and enforcement of property rights, and barriers to
entry for new participants.1 What increases them? In-
stitutions that help manage risks from market ex-
change, increase efficiency, and raise returns (boxes 1.1,
1.2, and 1.3).

Yet not all institutions promote inclusive markets.
The Maghribis lowered transaction costs among them-
selves, but in so doing excluded other communities. In-
stitutional designs that evolve through either historical
circumstances or directed action by policymakers are
not necessarily the best institutions for all society—or
for economic growth and poverty reduction. Moreover,
institutions that once supported market transactions
can outlive their usefulness—for example, privatization
agencies and bank restructuring agencies. The challenge
for policymakers is to shape policies and institutional
development in ways that enhance economic develop-
ment. The Maghribis operated under a policy of free
trade that enhanced their opportunities. It was to take
advantage of these opportunities that they developed
their institutions.

Clearly there is no unique institutional structure
guaranteed to lead to economic growth and poverty
reduction. Large firms in the United States and the
United Kingdom are often publicly held, with dis-
persed ownership, and are widely traded. But that is not
the case in other high-income countries such as France
or Canada, where ownership structures are highly con-
centrated (figure 1.1). And to promote competition,
policymakers can use quite different guidelines. In East
Asia competition authorities consider a market share of
50 to 75 percent to be evidence of possible monopoly

 : , , ,   

If I knew you and you knew me 
‘Tis seldom we would disagree; 
But never having yet clasped hands
Both often fail to understand
That each intends to do what’s right
And treat each other “honor bright”
How little to complain there’d be 

If I knew you and you knew me. 
When’er we ship you by mistake , 
Or in your bill some error make 
From irritation you’d be free 
If I knew you and you knew me. 
Or when the checks don’t come on time 
And customers send nary a line, 
We’d wait without anxiety, 

If I knew you and you knew me. 

Source: Who’s Who in the Grain Trade 35 (June 20,
1922–23); cited in Bernstein 2001, World Development
Report 2002 background paper.

Box 1.1 

A poem on the problems of trade
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Institutions are rules, enforcement mechanisms, and orga-
nizations. This Report considers those institutions that sup-
port market transactions.2 Distinct from policies, which are
the goals and desired outcomes, institutions are the rules,
including behavioral norms, by which agents interact—and
the organizations that implement rules and codes of conduct
to achieve desired outcomes. Policies affect which institu-
tions evolve—but institutions too affect which policies are
adopted. Institutional structure affects behavior. But behav-
ior may also change within existing institutional structures.

Institution builders can be diverse—such as policymak-
ers, businesspeople, or community members. Corporate,
collateral, and bankruptcy laws are public institutions, as are
the judiciary, tax collection agencies, and regulatory agen-
cies. Banks, reciprocity between community members, and
land inheritance norms are private institutions. Many private
institutions exist under the aegis of public institutions. Pri-
vate banks, for example, operate within the framework of
public law. Social norms exist within (or without) formal laws.

The enforcement of rules can be internal, implemented
by the parties affected by the rules, or external, imple-
mented by a third party. Informal institutions and private for-
mal mechanisms generally rely on their own members for
enforcement. Individual agents organize themselves into in-
formal groups, such as business associations (chapter 3) or
mutual insurance systems (chapter 9) when the cost of col-
lective action is low and the rules can be easily monitored.
In these groups, expulsion from the community is a form
of punishment.

External enforcement mechanisms, such as judicial sys-
tems or third-party arbitration, are critical mechanisms for
the development of integrated markets. They allow access
to market opportunities for a broader group of market par-
ticipants. For external enforcement mechanisms to be ef-
fective, the legitimacy of the enforcer is vital. When the
state acts as an agent that shares the objectives and beliefs
of its citizens—and implements rules consistent with
them—it is more likely to build effective formal institutions
to support market development.3

Effective institutions are those that are incentive-compati-
ble. Institutions with internal enforcement mechanisms are ef-
fective because there is a mutually recognized system of re-
wards and penalties. An important issue in the design of public
institutions is ensuring that the incentives that are created ac-
tually lead to desired behavior. Take the example of deposit in-
surance, which is designed to protect depositors from the risks
inherent in financial institutions (chapter 3). Experience has
shown that deposit insurance can weaken the incentives of fi-
nancial managers to lend depositors’ funds prudently and can
lead to excessive risk-taking. In circumstances like this, com-
plementary regulations are required to realign incentives, such
as regulations to ensure that bank managers have a significant
financial stake in bank performance.

Informal and formal institutions
Formal institutions include rules written into the law by gov-
ernment, rules codified and adopted by private institutions,

and public and private organizations operating under public
law. For example, organizations include firms operating
under corporate law. Informal institutions, often operating
outside the formal legal system, reflect unwritten codes of
social conduct. Examples include land inheritance norms
and moneylenders using social networks to determine cred-
itworthiness based on the reputation of the agents involved. 

People in both rich and poor countries rely on informal
institutions to facilitate transactions, but these institutions
are relatively more important in poor countries where for-
mal institutions are less developed. Moreover, poor people
in poor countries are often ill served by the limited formal
institutions available. In poor countries, and poor regions in
particular, informal institutions substitute for formal institu-
tions (box figure). Countries and communities can go a long
way toward resolving information and enforcement prob-
lems without using their formal public legal systems.

Networks, such as those of the Maghribis, that are
based on common ethnic, religious, and other common ties,
are closed groups; that is, entry into the group is limited. In
such groups, costs of information processing and definition
and enforcement of property rights are lowered by mutual
ties or trust. Although these transaction costs are lower in
closed groups, the informal and norm-based institutions that
such groups rely on tend to support a less diverse set of ac-
tivities than do formal legal institutions. As countries de-
velop, the number and range of partners that market partic-
ipants deal with increases and market transactions become
more complicated, demanding more formal institutions.
Conversely, public or private agents may build formal insti-
tutions to enable a more diverse set of activities.

Box 1.2

What are institutions?
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Legislators may purposefully base formal law and judi-
cial practice on social norms. In some cases this may con-
sist of simply codifying and modifying existing practices and
writing them into law (Bernstein 1999). But this is not sim-
ple, particularly in heterogeneous societies. Choosing how
to weigh each group’s norms and standards is critical in de-
termining not just the efficiency impacts, but also legitimacy
and distributional implications.4 For example, in multiethnic
Uganda, English was adopted as a neutral common lan-
guage for the formal functions of the state. Such concerns
extend to standards or rules in international markets as well.

Ideally, informal and formal institutions should com-
plement each other. Together, they can reduce transaction
costs more than either can alone. Formal courts, for example,
deter litigation and facilitate informal settlement simply by
providing the threat of enforcement (chapter 6). Far more dis-
putes arise in business transactions than go through a formal
dispute resolution process (Bernstein 1999).

Public versus private roles
Governments have an important role in providing public
goods, such as laws that delineate property rights and the ju-
dicial institutions that enforce these rights and establish the
rule of law. But governments have been known to impede
the development of markets through arbitrary exercise of

state power, overtaxation, corruption, short time horizons,
cronyism, and the inability to uphold public order. For exam-
ple, governments may establish restrictive trading rules in re-
sponse to lobbying by business monopolies intent on safe-
guarding their monopoly interests. The balance between
markets and state power, and between business and social
interests, is a delicate one in the course of institutional devel-
opment. Historically, the government’s role in the protection
of property rights and the provision of other public goods has
been closely linked to its role in ensuring peace or law and
order. Conflicts over property between private agents, and
between the state and private agents, are some of the most
important issues that governments have had to deal with, be-
cause they often lead to a breakdown of law and order. 

Market development and private business flourish when
the behavior of those who govern is not arbitrary (see box
1.3 ). For example, detailed analyses of the evolution of cor-
porate law in several countries show that in the early stages
of development, private business was typically subject to
the arbitrary whims of those in power. The state, with pri-
mary control rights, granted the permission to incorporate
case by case (Pistor and others 2000). At later stages, the
right to incorporate was no longer a personal favor but was
granted to any entrepreneur that met a set of predeter-
mined conditions.

Box 1.2 (continued)

In medieval Europe, the political power of local rulers was ex-
tensive. Local rulers could confiscate the property of individual
traders from other regions without incurring penalties. In re-
sponse, private mercantile guilds evolved to promote trade and
to guard against the arbitrary action of local rulers. These guilds
established agreements with merchants in foreign cities and
with local authorities themselves. Arbitrary confiscation was
punished by the withdrawal of large amounts of business by
the guild, and so local rulers were forced to respect the rights
of its members. This change in the balance of power helped
to promote the security of foreign traders.

In the 12th century, traders in Europe established commu-
nity-based mechanisms to facilitate the exchange of credit and
trade across borders. These mechanisms were based on the
community accepting responsibility for the performance of its
members vis-à-vis other communities. For example, when a
Genoese merchant defaulted on a loan from a merchant in
London, community leaders in Genoa were responsible for en-
forcing the contract by imposing sanctions on the defaulter.
Community origin was easily established, meaning that repu-
tation within the community was important, and agents could
be trusted not to renege on their contracts.

As cities grew in size and number, so did the communities
of merchants and traders, making collective action more diffi-
cult. Unrestricted entry into trading led to more competition

among traders, and increased problems of information and en-
forcement. Growth meant trading with members from other
social and ethnic backgrounds, which meant that social con-
nections could not easily be used as a basis for information or
enforcement. 

Members no longer wanted to be collectively responsible
for individual breaches of contract. So leaders pushed for an
enforcement and sanctioning system based on individual re-
sponsibility rather than community responsibility. To the ex-
tent that community growth implied more intracommunity so-
cial and economic diversity, it also reduced the political viability
of the community. But the extent to which communities could
abolish community-based mechanisms depended on a reliable
third party to enforce contracts. In England, the monarch per-
formed this role, and in 1275 King Edward I issued a statute
outlawing community responsibility for debts.

The example illustrates a general principle: as economies
grow and develop, different types of institutions are needed
to facilitate transactions. Many different actors can push for
new institutions. But the role that the state plays depends 
on its capacity and political viability: a strong state that re-
spects the law itself and refrains from arbitrary action is a criti-
cal factor.

Source: Greif 1997a.

Box 1.3 

Institutional evolution and economic development: private traders and public rulers



power, whereas in Africa the range is 20 to 45 percent.
Within South Asia some farmers rely on cooperatives
to market their goods; others use informal contracts
with private traders.

This Report provides a framework that applies across
the range of market-supporting institutions. It cuts
through the complexity and diversity of institutional
structures by focusing on what institutions do. Under-
standing what they do is the first step in building effec-
tive institutions. Institutions do three main things:5

� They channel information about market conditions,
goods, and participants. Good information flows help
businesses identify partners and high-return activi-
ties—and assess their creditworthiness. Information
about businesses helps governments regulate effec-
tively. Institutions can affect the production, collec-
tion, analysis, verification, and dissemination—or the
withholding—of information and knowledge. They
do this for participants in, and between, communi-
ties and markets. Examples include accounting firms
and credit registries, which facilitate information pro-
cessing, or government regulations on the media,
which restrict the dissemination of information.6

� They define and enforce property rights and contracts,
determining who gets what and when. Knowing one’s

rights to assets and income and being able to protect
those rights are critical for market development.
These include the rights of the private sector in rela-
tion to the state. Institutions can reduce the poten-
tial for disputes and help enforce contracts. Examples
include a country’s constitution, its judicial system,
and the full array of social networks.

� They increase competition in markets—or decrease it.
Competition gives people incentives to do better and
promotes equal opportunity. In competitive markets
resources are more likely to follow the merits of a
project than the social or political connections of an
entrepreneur. The degree of competition also affects
innovation and economic growth (chapters 2 and 7).
But while some institutions facilitate competition,
others impede it. For example, by overregulating the
entry of new business, governments can constrain
competition. And by organizing market activities
around a closed group of participants—recall the
Maghribis—outsiders will find it harder to compete
even while opportunities for those in the group may
increase (chapters 3 and 9). 

The transaction costs of acquiring information, en-
forcing property rights, and restraining competition
can prevent the emergence of inclusive markets. But ef-
fective institutions can reduce those costs. Consider the
following example. If the quality and value of the grain
that traders buy from a farmer cannot be easily deter-
mined, and if traders have little information about a
farmer, they have to inspect each bag of grain to assess
quality. Traders also provide credit to farmers. But if
traders have little information on the ability of farmers
to repay the debt—or if farmers cannot use the assets
they own as security—providing credit is risky. These
problems are magnified for smaller and poorer farmers.
The trader may impose higher interest rates on poorer
farmers, and the farmers may be more likely to default
than if they were exposed to competition.7

Through these three functions, all institutional struc-
tures affect the distribution of assets, incomes, and costs
as well as the incentives of market participants and the
efficiency of market transactions. By distributing rights
to the most efficient agent, institutions can enhance pro-
ductivity and growth. By affecting the incentives to
invest—for example, through strengthening property
rights—they can affect investment levels and adoption
of new technology. By delineating market rights, such
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Figure 1.1

The concentration of ownership varies

tremendously across countries

Note: Ownership concentration is measured by the combined stakes
of the three largest shareholders in the 10 largest privately controlled
firms.
Source: La Porta, Lopez-de-Silanes, and Shleifer 1999.
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as through competition law, they limit producer rents
and protect consumers from high prices. And by clarify-
ing rights for the disadvantaged in markets, institutions
can directly affect the lives of poor people. For example,
giving formal titles to poor people whose occupancy
rights were not recognized by lenders allows them to
borrow and invest.

How do institutions support growth 

and poverty reduction?

Institutions that support market transactions can thus
affect poor farmers in Latin America as much as they af-
fect wealthy businessmen in Canada. Country case stud-
ies, as well as cross-country empirical work, provide im-
portant insights into institutional development and
market development (box 1.4). They confirm how mar-
ket-supporting institutions affect people’s lives by influ-
encing growth, determining people’s access to markets,
and enabling poor and rich people to make the best use
of their assets. Moreover, weak market-supporting insti-
tutions can hurt the poor disproportionately (box 1.5).

A growing body of research links institutional success
(and failure) to economic growth and market develop-
ment over time and across countries. A wide range of in-
dicators captures the performance of different, often

overlapping sets of institutions. For example, the success
of the state in providing laws and the performance of the
judiciary and police reflect whether citizens and in-
vestors perceive the state as respecting property rights.
Access to financial services and the sophistication of fi-
nancial markets reflect how successfully institutions pro-
tect the property rights of borrowers and lenders. High
levels of public corruption reflect how the behavior of
public agents in state institutions responds to the types
of incentives that exist for politicians and civil servants
to pursue the public good over their self-interest. 

Positive relationships between economic develop-
ment and these indicators of institutional success have
been widely documented. But most studies do not es-
tablish links between specific institutions and specific
outcomes. Instead, they highlight the wide variety of
institutions that support markets. For example, income
and the rule of law—encompassing the collective im-
portance of property rights, respect for legal institu-
tions, and the judiciary—are highly correlated. For an-
other example, the development of financial institutions
predicts growth (figure 1.2). 

On institutional development and economic growth,
important differences have been found between coun-
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Mounting evidence shows that the poor bear the greatest
burden of institutional failure. Take corruption, a highly re-
gressive tax. Demands for bribes and unofficial fees for
services hit poor people hardest. In far too many cases
legal systems and the judiciary fail to serve poor people.
Their illiteracy and inability to pay for legal representation
put formal legal institutions beyond reach. The failure of
the state to protect property also hurts the poorest dispro-
portionately, because they cannot afford to protect them-
selves from crime. And badly designed regulatory institu-
tions reduce the provision of infrastructure to the poorest
in society. 

World Development Report 2000/2001 stressed that
poor people are often more vulnerable than others to
macroeconomic crises and natural disasters. Market insti-
tutions that support growth of overall incomes can reduce
their vulnerabilities to shocks and help them insure against
bad times. Some of the institutions discussed in this Report
have an important and direct role in this. For example, finan-
cial institutions help mitigate their risks, allowing individuals
to diversify their savings and risks and allowing them to
smooth their consumption over good times and bad.

Source: World Bank 2000d.

Box 1.5

Weak institutions hurt poor people

Studies of manufacturing firms in eight African countries
demonstrate the supporting role institutions play in mar-
ket development. These country studies show that the ab-
sence of effective public dispute resolution mechanisms
in cases of breach of contract has limited the expansion
of trade and market development. Courts tend to be slow
and inefficient. The absence of formal contract enforce-
ment mechanisms has limited the growth of firms and the
development of financial institutions. The small scale of
the formal productive sector has, in turn, prevented the
development of complementary institutions.

Another study analyzing six countries in Africa (Bu-
rundi, Cameroon, Côte d’Ivoire, Kenya, Zambia, and Zim-
babwe) shows that among these countries, the presence
of a more developed legal system encouraged firms to
undertake riskier activities because well-functioning legal
systems helped to adjudicate and settle disputes that
arose from such market activities.

Source: Bigsten and others 2000; Collier and Gunning
1999.

Box 1.4

Courts and the expansion of trade



tries that once were colonies and are now industrialized
and former colonies that are still developing. Both groups
trace key features of their institutions to former settlers.
A big part of the difference in later institutional develop-
ment—and its impact on growth—is the effort of set-
tlers in establishing well-functioning legal institutions.8

In the United States and New Zealand, colonizers
settled in large numbers and transplanted institutions
common to, and understood by, the general populace,
mostly new immigrants. In such countries the trans-
planted legal institutions were widely used, adapted to
local circumstances, and changed with economic de-
velopment. Developing countries on every continent
also received formal legal systems, transplanted by col-
onizers. But their indigenous populations had little ac-
cess to or understanding of these legal systems. So the
institutions were not adapted to local circumstances.
Cross-country evidence suggests that the quality of in-
stitutions that support growth and poverty reduction
through market development is lower in these coun-
tries than in the former group and has therefore not
supported economic growth and poverty reduction to
the same extent. 

Institutions also affect how countries deal with con-
flict. A recent study found that growth and poverty out-
comes in Asia, Latin America, and Sub-Saharan Africa
since the mid-1970s have depended on the quality of

institutions for conflict management.9 In divided soci-
eties, such as those with ethnic fragmentation or high
inequality, low-quality institutions for managing con-
flict—including low-quality government institutions
and inadequate social safety nets—magnify external
shocks, triggering distributional conflicts and delaying
policy responses. Prolonged uncertainty in the eco-
nomic environment and delayed policy adjustments
curtail subsequent economic growth. 

How do you build effective institutions?

Recalling the framework of information, enforcement,
and competition, policymakers building institutions
first need to assess what is inhibiting market develop-
ment or leading to certain market outcomes (box 1.6).
Rather than focusing first on specific structures, they
need to focus on the functions that are missing and de-
termine why. Policymakers need to ask:

� Who needs information on what? For example, do
bankers lack information on the creditworthiness of
potential borrowers?

� Are everybody’s property rights and contracts clearly de-
fined and enforced? For example, do farmers have en-
forceable rights to land they use?

� Is there too little competition—or too much? For exam-
ple, is an infrastructure monopoly inhibiting entry
or are firms not undertaking high-return research be-
cause they lack safeguards on intellectual property?

Once the institutional gap is identified, the next step
is to design the appropriate institution. Both supply and
demand factors are important. Moreover, as countries
change and develop, so will the appropriate institution.
To be effective, such an institution must be designed so
that the incentives of market actors are aligned to
achieve the desired outcome. Four key approaches to-
ward institution building hold across all sectors and
countries: complement what exists, innovate to identify
institutions that work, connect communities through
information flows and trade, and promote competition. 

Complement what exists 
Developed market economies have institutional struc-
tures that depend heavily on a capable state—a pro-
vider of public goods, a regulator, and an adjudicator.
But the involvement of the state in markets must be
consistent with its capacity. World Development Report
1997 emphasized matching the capability of the state
with the tasks that government organizations take on.
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Figure 1.2

Financial depth generates growth

Note: Figure based on partial scatter from the instrumented cross-
sectional regressions in Beck, Levine and Loayza 2000.
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This Report builds on that analysis by examining how
existing information, enforcement costs, and the cost
of building and maintaining institutions affect the way
governments support private transactions in markets.
It also examines how market development is affected
by the extent to which government actors themselves
respond to the institutions they build. As countries de-
velop, the types of institutions they need and demand
also change.

One of this Report’s messages is that institutions
that work in industrial countries may not produce sim-
ilar results in poorer countries because of differences in:

� Complementary institutions, such as those promot-
ing transparency and the enforcement of laws

� Existing levels and perceptions of corruption 

� Costs, relative to per capita income, of establishing
and maintaining institutions

� Administrative capacity, including human capabilities
� Technology.

Both existing and newly transplanted institutions
can be more effective in poor countries if they are sys-
tematically modified to take these differences into ac-
count.10 This may sometimes mean changing priorities
in terms of which types of institutions to build first,
and whether to build at all at a given time.

Complementary institutions. Government interven-
tions can reduce many market failures, but governments
may also fail in trying to support market transactions.
For example, governments may impose regulations to
try to compensate for market failures or as a way of re-
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Institutional reform is not just the preserve of national govern-
ments. Individuals and communities, local entrepreneurs, multi-
national companies, and multilateral organizations can build
institutions, often in partnership with each other. National gov-
ernments may initiate reform or may simply respond to pres-
sures from the private sector or from external actors. 

In some cases of systemic institution building, govern-
ments have been effective in successfully transplanting laws,
organizations, and agencies. In other cases systemic reforms
did not have the desired outcomes. The contrast between
Poland and Russia is instructive in this regard. Poland had a
more recent history of a market system, and Polish policymak-
ers and business people had a better understanding of the req-
uisite institutional framework. Polish reforms focused on clari-
fying property rights between the state and private actors—for
example, by imposing hard budget constraints on public firms.
Russia did not have a recent history of market development,
and reforms did not initially have the desired effects, partly be-
cause there was no clear delineation between private and pub-
lic institutions. Firms were not immediately exposed to hard
budget constraints, as shown by widespread arrears in taxes
and other payments (Recanatini and Ryterman 2000). 

Institution building at the sectoral level has also met with
varying success. In Tanzania and Zambia the public sector in-
tervened in agricultural marketing with the stated aim of stabi-
lizing farmer incomes. In most cases these reforms failed—
leading to lower marketable output and often corruption.
Worse, the experiences affected perceptions of the overall in-
tegrity of public institutions. Successes include the reform of
business registration in Bulgaria, now conducted online and
taking around two days, not three weeks as in the past. 

Local business interests, the foreign business community,
nonprofit organizations, the media, and international organiza-
tions have all been involved in direct institution-building efforts
in developing countries. For example, membership in the North
American Free Trade Association has hastened the pace of do-

mestic reform in Mexico. Some countries in Eastern Europe
are implementing wide-ranging institutional reforms as they
strive to become members of the European Union. 

Recent developments surrounding the AIDS crisis illustrate
how different groups may affect the process of institutional
change.

Many agents of change: health crises and patents
More than 95 percent of HIV/AIDS cases are in developing
countries. But the average cost of the antiretroviral treatments,
which have reduced AIDS mortality by 70 percent in industrial
countries, is still more than $10,000 a year, far beyond the
reach of most people in poor countries. 

Some developing countries—Brazil, India, South Africa, and
Thailand—have taken steps to reduce the cost of AIDS treat-
ment through the design and application of their intellectual
property rights laws—an international institution—to allow com-
pulsory licenses permitting the production of generic drugs and
the import of cheaper generic drugs. In Thailand generic drugs
became available at just 10 percent of the price of the patented
product. 

These measures led to threats of trade sanctions and law
suits from the drug manufacturers. But collective action, initi-
ated by international agencies and NGOs, helped increase
access to AIDS drugs by enforcing existing public health safe-
guards, permitted under the Trade-Related Aspects of Intellec-
tual Property Rights agreement but not previously imple-
mented. The news media were instrumental in publicizing the
disparities in the availability of AIDS treatment and promoting
public debate on the issue. As a result, the U.S. government
retracted its trade sanction threats. And pharmaceutical com-
panies agreed to reduce prices—and more recently to drop a
lawsuit on intellectual property rights against the South African
government.

Source: Perez-Casas and others 2000.

Box 1.6 

Who builds institutions?



stricting private activity. Choosing between market fail-
ures and potential government failures is not easy, but
measures can be taken to limit both. However, the lim-
ited capacity of developing country governments to im-
plement regulations means that many activities in
poorer countries are overregulated.

For regulatory systems in developing countries to
have a realistic chance of success, they need to be sim-
pler, often less information-intensive, and less burden-
some on the courts. Many developing countries, how-
ever, despite their weaker judicial systems, tend to have
very complex debt collection procedures (figure 1.3).

Regulations in industrial countries can also be very
complex, but they do not impose as many additional
costs as they do in poorer countries—for several reasons.
Enforcement capacity in richer countries is stronger, and
judges may face other incentives that affect their perfor-
mance and judicial efficiency (chapter 6). Regulators are
more accountable, and complementary institutions (such
as those affecting judges’ wages or careers, or those which
promote transparency) provide checks and balances to
protect market participants. In developing countries,
where there are fewer supporting institutions (for exam-
ple, where courts are weak or lack credibility), one solu-
tion is to write simple rules and have fewer of them.

Where informal institutions operate effectively, and
when formal institutions require supporting institu-
tions, building new formal institutions may not be a
priority for policymakers. 

� Studies of land titling in various countries show that
formal titles may not have the desired effects when
input, output, and credit markets and institutions
are underdeveloped and the demand for agricultural
goods is low (chapter 2). In such cases traditional
community-based mechanisms are more effective in
delineating property rights. 

� Corporate governance is difficult in poorer countries
because of weak legal systems and the lack of private
information intermediaries. In this situation concen-
trated ownership structures—and business groups
and associations—may provide more effective cor-
porate oversight than dispersed ownership structures. 

Costs, capacity, and corruption. The cost of govern-
ment regulation, whether in financial or other terms,
needs to be consistent with a country’s per capita in-
come to be effective. For example, a recent study cov-
ering 85 countries found that in many developing

countries, the financial cost of complying with regula-
tions for registering a business is very high relative to
per capita gross national product (GNP) (figure 1.4a)
and higher than industrial country averages.11 Surpris-
ingly, developing countries that have less administra-
tive capacity also require more procedures to register a
business (figure 1.4b). The high cost, whether in com-
plexity or resources, deters entry into the formal sector,
potentially reducing competition and incurring ad-
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Figure 1.3

Complexity of procedures in debt collection

Note: For the definition of complexity see chapter 6. The sample
average is based on 96 countries.
Source: Survey done for World Development Report 2002 in
conjunction with Lex Mundi, an international association of law firms.
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ditional costs in the form of increasing corruption
(figure 1.4c).12 A World Bank study also finds that in
many African countries, restrictive regulations and
practices are often aimed at generating rents for offi-
cials and favored private agents or groups, constraining
business activity in both agriculture and industry.13

Since building institutions is costly, requiring a min-
imum threshold demand before they can operate effi-
ciently, small countries can face problems. Small coun-
tries and those countries wishing to expedite access to
institutions may wish to rely on foreign institutions—
such as foreign banks or foreign stock market listings—
rather than build supervisory and regulatory capacity
at home (chapter 4). Hungary and Estonia, for exam-
ple, encouraged the entry of foreign banks, supervised
and regulated in their country of domicile. 

Human capability. More human capital may be
needed to use some market institutions—such as for-
mal judicial methods to resolve disputes—and to ad-
minister regulations or develop standards (box 1.7). For
example, competition authorities need people who un-
derstand the complex details of competition cases. As
countries build human capabilities, they need to con-
sider where to focus their attention. Human capital and
the array of market institutions in an economy have a
dynamic relationship. Agents need human capital to
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Figure 1.4a

Cost of business registration (as percentage of

GNP per capita) is higher for lower-income

countries

Note: Costs are defined as official fees as a percentage of 1999 GNP
per capita.
Source: Djankov and others 2001, World Development Report 2002
background paper.
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Lower-income countries have more procedures
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More procedures are associated with higher

corruption
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Human capital affects the quality of the rules that govern
market transactions and the enforcement of these rules.
Literacy levels and technical skills vary greatly across and
within countries. The poorest economies of the former So-
viet Union have income levels lower than many countries
in Asia and Africa but nearly universal primary education.
So literacy is less of a barrier for Armenians using formal in-
stitutions than it may be for some Angolans—and it is less
of a problem for today’s Malaysians than it was for those
of a generation ago. The rules and organizations that gov-
ern markets have to allow relevant market actors to use
them easily. This argument holds within countries as well—
for example, across poorer rural and richer urban areas. 

The usefulness of institutions also depends on the ca-
pability of their administrators. Judges untrained in corpo-
rate law and accountancy, for instance, may not be the
best arbiters of bankruptcy cases. Successful institution
builders have had either to tailor institutions to prevailing
administrative capacity (using, for example, simpler bank-
ruptcy rules) or to complement institution building with a
strong focus on concurrently developing technical exper-
tise for administrators (from accountancy skills to regula-
tory economics). 

Box 1.7

Human capital and institutional design



benefit from certain institutions. And over time, as
agents learn, institutions need to be adapted. As can be
seen from the experience of East Asia, actively promot-
ing literacy and primary education can have a big pay-
off in the eventual quality and success of formal insti-
tutions, as both users and administrators are more able
to work with market institutions.

Technology. Infrastructure regulation shows that
technical standards used in industrial countries may be
inappropriate for developing countries (chapter 8). In
poor countries service providers using low-cost tech-
nology often operate in the informal sector for parts of
society not reached by formal operators. Regulators are
typically hostile to informal providers. But some devel-
oping countries recognize the benefits of allowing those
providers to operate. In Paraguay about 400 private
water suppliers operate their own wells and provide
piped water to households unserved by the public sec-
tor. Imposing strict standards on providers using sim-
ple technology would immediately drive these private
suppliers out of business. A more gradual evolution in
regulation is needed.14

Countries do not have to go through a long learning-
by-doing process in all aspects of institutional develop-
ment. They can transplant and modify some insti-
tutional forms from other countries and shorten the
development process by learning from other countries.
They can also use Internet technology to reduce insti-
tutional constraints and improve the effectiveness of in-
stitutions. In many developing countries the Internet
is already providing the means for accelerated learning,
improved information flows, reduced enforcement
costs, and enhanced competition in markets (box 1.8).
But to leapfrog stages in development through technol-
ogy, policymakers need to increase access to technology
for market agents. Market rules affect access.

International rules and standards. Standardizing laws
and regulations generally reduces the information and
enforcement costs of transactions across borders and can
enhance trade efficiency. International standards also
have the potential to provide benefits much larger than
those under bilaterally agreed standards between coun-
tries for both poor and rich countries. But depending
on which standards are chosen, international standards
can also be costly for poor countries and can have sig-
nificant distributional consequences between countries.

International trading rules and principles, enshrined
in the World Trade Organization (WTO), promote trade
(chapters 5 and 7). But some standards, through their

distributional effects, can discriminate systematically
against poor countries. For example, the Trade-Related
Aspects of Intellectual Property Rights Agreement
(TRIPS) can impose significant costs on poor countries,
because strong patent protection is not as appropriate
for them as it is for rich countries. Many industrial
countries themselves only recently adopted laws safe-
guarding intellectual property, and the nature of these
laws has evolved over time in response to changing do-
mestic economic and political factors. Developing coun-
tries also lack the supporting institutions to implement
TRIPS effectively—these will take time and resources
to build. 

Another example is the adoption of international ac-
counting rules by companies in many developing coun-
tries. This has enhanced their access to credit in inter-
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Buying property in Andhra Pradesh used to be complex
and take a long time. After the purchase the buyer visited
the local office of the Sub-Registrar of Assurances in per-
son, had the property valued and stamp duty calculated,
purchased stamp paper, and had a writer draft the deed in
the requisite legal language. The purchaser also had to pro-
vide additional documents related to income and other
properties owned. All these documents were then scruti-
nized by the registrar, and recorded, before an exact copy
of the final deed was copied by hand and certified. 

In Andhra Pradesh, 387 subregistrar offices registered
about 1.2 million documents a year, 60 percent of them
for agricultural land. A yearly manual update of property in-
formation was carried out, since hundreds of thousands
of property files were updated with the new sales from
the year.

Land registration offices throughout the state are now
equipped with computerized counters under the Com-
puter-aided Administration of Registration Department
(CARD) project, initiated and financed by the state govern-
ment to improve efficiency and increase duty collections.
Starting with a pilot project in 214 locations over 15 months,
the entire database was transferred to computers, the
copying and filing system was replaced with imaging, and
all back-office functions were automated. Standardization
and greater transparency in property valuation procedures
boosted stamp duty revenues. Registration processing
time was cut from 10 days to 1 hour.

Source: Case study by Dr. Subhash Chandra Bhatnagar,
University of Delhi. World Bank 2000, as part of the 
E-Government Focus Group, available at http://www1.
worldbank.org/publicsector/egov.

Box 1.8

Computerization and land registration in 

Andhra Pradesh, India



national markets. Voluntary adoption of standards by
firms wanting to obtain credit in international markets
is likely to be beneficial. But these standards are not ap-
propriate for smaller firms (chapter 3). And forcing
small firms in developing countries to adopt them
would raise their costs and possibly push them into the
informal sector. 

For international standards to truly benefit all coun-
tries by facilitating trade—and to avoid systematic bi-
ases against developing countries—the standards need
to reflect realities in developing countries. These include
the costs of adhering to standards as well as the benefits,
and particularly important are the costs imposed on the
poor. Important questions are: Whose standards should
be adopted and why, and what is the process under
which these standards are negotiated? The process of re-
forming international rules needs to be transparent, and
developing countries need to be active participants to
influence outcomes in their favor. But human capital
constraints may prevent developing countries from rep-
resenting their interests. In such circumstances interna-
tional donors could help enhance their representation,
or developing countries could pool their scarce technical
skills and have common representation at international
negotiations or hire private specialists to represent them.

Variation within countries. Some variation in insti-
tutions may be desirable for both efficiency and distri-
butional reasons, even between regions within coun-
tries. Even industrial countries do not standardize all
laws and regulations within the country. For example,
Australia and Canada have different laws in different
states for secured transactions. Different states in the
United States have different corporate laws. The differ-
ences exist because of variations in economic and social
structures—variations that can be particularly instruc-
tive for large countries such as Brazil, China, India, and
the Russian Federation. Of course the costs of standard-
ization versus diversity will vary depending on the in-
stitution and the relative distribution of gains and
losses. Where spillover effects across jurisdictions are
large and not sustainable at the macroeconomic level,
variation may be less desirable. 

Innovate to identify institutions that work
Even at similar levels of development, countries differ
in many ways—in their norms, geography, and endow-
ments. Innovation, often through experimentation, can
help accommodate those differences and produce more
effective institutions. Experimentation also has costs,

however, and these need to be balanced against poten-
tial benefits. 

Policymakers can replicate successful local innova-
tions. But they also need to be flexible enough to drop
unsuccessful experiments. Because innovation can come
from many sources, collaboration by the different ac-
tors in society is vital, as shown by the development of
microfinance institutions in Bangladesh, where the
government adapted its formal legal structure to ac-
commodate private innovation, and the process of land
titling followed in Peru (box 1.9).

In some cases, greater local autonomy and participa-
tion may foster institutional experiments that lead to in-
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In Bangladesh an economics professor had an idea—to
help poor people help themselves by giving them small
loans to start businesses despite their lack of collateral or
credit histories. He started the Grameen Bank in 1976
using his social connections in government to manage a
village branch of a government bank. The success of this
endeavor, followed by expansion to other bank branches,
led the government to eventually change the laws govern-
ing the Grameen Bank. It was established first as an inde-
pendent entity with government control, then as an effec-
tively private bank run by a public official, and finally as an
effectively private bank run by a private individual and an
independent board of directors. Today, Grameen Bank has
branches in more than half the villages in Bangladesh and
more than 2 million borrowers. 

In Peru another innovative individual began with an ex-
periment. He found that in Lima it took 728 bureaucratic
steps for a person with an informal right to housing to get
legal title. He followed up with a 10-year public informa-
tion campaign, proving to politicians that there was a “hid-
den consensus for reform” for simplifying the procedures
for formalization. Faced with overwhelming public support
for simplification, the Peruvian congress unanimously
passed legislation to formalize titles. Today, a simple legal
procedure for establishing land titles for poorer people
works in parallel with the formal system.

These two stories show how the state can work with
private actors to promote institutional innovation by directly
supporting experiments—or at least by allowing them to
proceed and be tested and then, if they are successful, 
by encouraging their growth. The stories also show the im-
portance of other factors in promoting innovation. Social
connections and networks can reduce barriers to experi-
mentation. Openness in information sharing provides the
impetus to adopt and expand successful experiments.

Source: De Soto 2000; Yunus 1997.

Box 1.9

Private innovation supported by formal

institutional change



novation. For example, Aguas Argentina, a privatized
monopoly that provides water and sanitation services 
in Buenos Aires, worked under a novel institutional
arrangement to design new ways to organize service de-
livery. The monopoly worked with local government, a
low-income community, and a nongovernmental orga-
nization (NGO) to create a new organizational form to
improve service delivery. The community was experi-
menting with two systems: a low-cost sewerage system
and a double water system (with one connection to the
network for small volumes of potable water and another
drawing on groundwater sources too salty for drinking
but good for washing and bathing). The double water
system was dropped at the experimental stage because it
was too expensive to develop, while the sewerage system
was maintained. To expand its water network, Aguas
Argentinas took over those systems built at lower cost
by the community, giving customers a discount on the
price in exchange. In effect, it had contracted out con-
struction to the community.15

Innovation through experimentation can happen at
different levels. Experimentation and innovation occur
on at least three levels: national public policymaking,
private commercial practices, and local action by com-
munities and civil society leaders (see box 1.16). Local
experimentation has the advantage of allowing many
innovations to be tried simultaneously—with the suc-
cessful ones replicated and the failures contained. But
not all innovations can be left to local or decentralized
communities—since local actions may have conse-
quences across communities and too much experimen-
tation can lead to each community having different
rules. Local innovation can also open institutions to
capture by local elites, inviting corruption. When ef-
fective innovations are identified, policymakers can help
expand such institutions by replicating them in other
areas (for example, through adopting a law) or by shar-
ing information on the innovation.

Who innovates determines institutional evolution. De-
pending on who innovates, institutions can evolve in
quite different ways (and with quite different distribu-
tional consequences), as shown by the evolution of
bankruptcy law in the United Kingdom and the United
States (box 1.10). As history shows, during the devel-
opment process the institutions adopted favor those
who control the process.

Debates among people who formulate policy, those
who implement it, and those outside government can
help in disseminating information on institutional in-

novation.16 The tension between experimenting and
standardizing public institutions within countries will
be settled in favor of the latter when effective institu-
tional forms are found. Policymakers have to ensure that
successful local innovations can be scaled up. They must
also be willing to drop outdated institutional forms.
Hungary, in the early years of its transition, for exam-
ple, experimented with a particular form of bankruptcy
law, which was later dropped when conditions changed
and a more effective alternative emerged (box 1.11). 

Connect communities through information flows
and trade
Open information exchange and open trade promote
institution building by creating demand for market-
supporting institutions. 

Open trade. Going beyond allocative efficiency, open
trade does more. 

� It exposes market participants to a larger, more di-
verse, group of trading partners, increasing the de-
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The United Kingdom created its bankruptcy regime
through explicit legislation that recognized the importance
of decentralized contracting: legislation stated that corpo-
rations were free to make the rules under which they
would transact. Lenders and borrowers in the United King-
dom had the power to innovate through contracts, and
over time commercial practice was incorporated into law.
In the United States judges and legislators held that power. 

The U.K. system, designed by private agents engaged
in borrowing and lending, is today characterized by a great
concentration of rights in favor of the principal lender. The
principal claimant appoints a receiver who uses his powers
for the sole purpose of repaying this principal’s debt. The
court’s role is much less significant than it is in the United
States, and the judgment is not subject to court review.

In the United States, Chapter 11 bankruptcy law is
characterized by a partial dispersion of rights away from
secured claims (priority lenders). U.S. legislation was
amended several times at moments of economic crisis at
the instigation of the judiciary. At these times preservation
of companies rather than their dissolution was uppermost
in the minds of legislators and judges—leading to a debtor-
friendly bankruptcy law. Upon default a company in the
United States may seek protection from its creditors, usu-
ally retaining control over the business. 

Source: Franks and Sussman 2000.

Box 1.10

Distributional effects of innovation depend on

who innovates: bankruptcy law in two countries



mand for formal institutions to provide information
and enforce contracts.17

� It helps firms learn about technology and about or-
ganizational and managerial forms. 

� It exposes markets to greater competition and
changes in relative returns, which induce institu-
tional change (see below).

� It exposes countries to a different set of risks, possi-
bly supporting the creation of additional institutions
to manage the new risks.

� It brings new market participants from other coun-
tries or regions who also demand more effective in-
stitutions to support market transactions. 

The case of Thailand illustrates how liberalization of
trading rules led to a shift in agricultural returns—and
to institutional change in the market for land (box
1.12).18 Similar patterns are observed in other coun-
tries and sectors. The development of standards for rice
within Japan was spurred after markets within Japan
were connected (box 1.13). The demand for formal

land titles in many countries (chapter 2) developed
once markets for goods produced on the land were ac-
cessible or when new members entered the community. 

Empirical work spanning over 110 countries shows
that measures of institutional effectiveness (such as the
quality of institutions for public service delivery, or per-
ceptions of the rule of law) are significantly related to
openness in international trade. This is so even after ac-
counting for differences in size, per capita income, legal
heritage, years the country has been independent, and
other factors (figure 1.5).19

Greater openness in trade and capital markets has
been associated with the development of financial sys-
tems, as historical and cross-country analyses clearly
show. Large incumbent firms that have access to fi-
nance—through either retained earnings or established
links with financial institutions—do not always have an
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In 1992 the Hungarian government adopted a bankruptcy
code giving creditors very strong rights to file for bank-
ruptcy. The intention was to impose a hard budget con-
straint on firms, particularly on large enterprises. The law
therefore stated that the creditor could file for bankruptcy
if a company was three months or more overdue on any
debt (known as an automatic trigger). Since accounting
systems were underdeveloped, information on the true
performance of firms was not readily available, and the
available information was not always reliable. The solvency
or insolvency of a firm was therefore hard to measure. 

The short time frame and the establishment of such a
strong trigger for bankruptcy proceedings led more than
5,000 firms to file for bankruptcy. The government had not
expected such a large number of bankruptcies, particularly
of small firms. The automatic trigger allowed the govern-
ment to assess quickly the true condition of firms. But be-
cause the courts dealt with so many cases, they quickly
developed experience in handling bankruptcies. The re-
sult: the authorities abolished the trigger in 1998. Not only
were courts better able to adjudicate bankruptcies, but
better information systems had developed to allow credi-
tors to monitor companies. Market dynamics and support-
ing institutions had evolved enough so that the law was
no longer needed.

Source: Gray and others 1996.

Box 1.11

Experimentation and adaptation: 

bankruptcy institutions in Hungary

In the early 19th century, with labor scarce and land abun-
dant, land had little value in Thailand. Slaves rather than
land were taken as collateral in financial markets. Corre-
spondingly, land markets were underdeveloped. There
was little demand or need for the development of formal
institutions. But there was a well-developed legal system
to govern transactions in labor commitments. In theory, all
land belonged to the king. In practice, individuals could use
and sell the land, as long as they paid taxes and did not let
it lie fallow for more than three consecutive years. 

In the latter part of the century, international trade
opened up, and transport costs declined. A rice export
boom led to a rapid expansion of production and use of
land. Land became more valuable, land disputes more
common. The demand for formal institutions, such as reg-
istries, to convey information and enforce property rights
increased.

The government responded by implementing a series
of procedural and administrative changes, beginning in
1892. The first initiative, to document land rights, was
modified and improved several times; the final legislation
was passed in 1954. The current legislation is a compro-
mise between traditional practice, which allowed citizens
to bring unoccupied forestland under cultivation as private
property, and the more formal requirement of land titling
based on detailed land surveys. 

Such institutional evolution is not unique to Thailand,
for industrial countries have also shown that trade, by
changing the terms of trade, gives rise to the demand for
clear property rights and a need for the state to define
them. 

Source: Siamwalla and others 1993; Stifel 1976.

Box 1.12

Trade and institutional change in Thailand



incentive to promote financial systems that would fa-
cilitate new entry into their markets. Opening the econ-
omy to trade and financial flows can automatically re-
duce rents that incumbents receive from preferential
access to financial institutions. And over time the lower
rents can reduce opposition to financial sector reform.20

Rather than improve their own systems, policymak-
ers in open economies can import whole aspects of the
institutional system: laws, regulations, and enforcement
systems. Because of the political problems and costs of
importing foreign agencies, including foreign human
capital, there are not many examples. Many countries
have allowed foreign banks to operate in the domestic
financial sector, helping financial services grow even

with underdeveloped supervisory and regulatory sys-
tems. To get around weak judicial systems, poor coun-
tries can export the enforcement of contracts. For infra-
structure deals in which private investors from rich
countries invest in poor countries, for example, interna-
tional arbitration clauses can be used in cases of dispute. 

Open information flows. Open information exchange,
a driver of institutional development, can both improve
the quality of other existing institutions and create a de-
mand for new ones. Better information makes monitor-
ing peoples’ behavior easier. This ability to monitor be-
havior changes behavior and institutional quality even
when institutional structure does not change. Better in-
formation can also change social norms and so change
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Figure 1.5

Greater openness and quality of institutions

Note: The figures show the partial relationship (after accounting for the
effect of differences in the legal systems, ethnic diversity, GNP per
capita, years that the country in question has been independent,
country size, and inequality of income) between an indicator of rule of
law/ government effectiveness and openness for over 100 countries 
in 1997–98. The countries have been divided into three groups of
equal size.
Source: Islam and Montenegro forthcoming, World Development
Report 2002 background paper.
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In Japan’s Tokugawa period (1600–1868), local private
traders collected and marketed the rice shares of both the
daimyo (feudal lord) and the peasant. The traders had to
be big, since poor inland transport meant that rice was
shipped in large sailing vessels and later steamships—a
costly and risky venture. When the network of railroads
was extended to local areas, locally segmented markets
began to form a nationwide market. And with the econo-
mies of scale in transport and related risks, small traders
could market their rice, using small shipments from many
local centers. 

The competition among small traders from different
rice-producing regions increased the pressure to standard-
ize rice grades. Better and more stable quality and stan-
dards ensured higher prices in urban markets. Groups of
farmers and traders began taking the initiative by labeling
the quality of rice in various regions. By 1900 these volun-
tary efforts were transformed into official regulations by
local government agencies, which began to set standards
for the packaging of rice shipped to other regions. By 1910
there were 33 rice-grading warehouses (beiken soko),
managed by private companies or cooperatives, serving
several purposes—inspecting, grading, repackaging, and
storing.

Innovations in finance followed. As farmers and traders
brought ungraded rice to the warehouse, it issued a “rice
exchange note.” The precursor to today’s inventory credit,
these notes were also used as collateral for loans from
banks and pawnshops, easing capital constraints for farm-
ers and traders. 

More trade among different communities led to the de-
velopments of standards, first adopted by private traders
and later by government. These early institutional changes
promoted new institutions to support market exchange. 

Source: Kawagoe 1998.

Box 1.13

Institutional evolution of rice markets and

standardization in Japan, 1600–1920s



people’s incentives to participate in different institu-
tions. And it can inform policymakers and other mar-
ket participants about the benefits of institutional re-
form and about the constraints on institutional reform. 

Information from the media and low-cost informa-
tion on the Internet can enhance the functioning of
public institutions. Evidence indicates that corruption,
for example, is lower in countries with a free press (box
1.14). There is also evidence that free media, by pro-
viding a check on political actions, can raise policymak-
ers’ awareness of the social effects of policies, improv-
ing the provision of social services. A study in India
found that the media affected how the government re-
sponded to floods and famines: the distribution of re-
lief was greater in states with higher newspaper circula-
tions. The more information the local media provided,
the more effectively citizens could develop a collective
voice and put pressure on the government.21

Recent research for this Report shows that competi-
tion in the provision of information can significantly
increase the impact of the media on the quality of in-
stitutions. For example, where the state does not con-
trol information through monopoly or concentrated
ownership of the media industry, the media can do
much in checking corruption (figure 1.6). The effect of
private monopolies on information flow can be ex-
pected to be similar.

Information about the potential benefits and costs
of particular institutional arrangements can change the
incentives for those who engage in market transactions
and the demand for institutions. In Nepal the publica-
tion of simple facts about the costs of business licens-

ing—both in time spent and in bribes paid—led the
government to undertake reforms that reduced licens-
ing time from years to days.22 With poor information
flow in an economy, regulatory rules and policies are
unclear. So regulated firms and customers do not know,
or cannot find out, what regulations apply to them or
how to comply with them.23

Promote competition—among jurisdictions, firms,
and individuals
Competition among jurisdictions, among firms in
product markets, and among individuals does much 
for institutional change.24 Often, current institutional
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Figure 1.6

Diversity of information providers and quality of

institutions

Source: Djankov and others 2001, World Development Report 2002
background paper.
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In 1996 investigative journalists from a privately owned
newspaper uncovered evidence of corruption in Kenya’s
ministry of health. A purchase of unapproved malaria
chemicals was planned through a foreign firm at a substan-
tially higher price than local firms were charging. It was
also reported that the health minister paid the foreign firm
400 million Kenya shillings, even though no goods were re-
ceived in return for this payment. The press revealed these
findings and made daily reports on the scandal. Eventually,
under unrelenting pressure from the media, the minister
was dismissed.

Source: Githongo 1997; Stapenhurst 2000.

Box 1.14

Role of the news media in fighting corruption 

in Kenya



structures may inhibit competition. Competition makes
institutions more or less effective by affecting relative
returns and changing the incentives of agents. For ex-
ample, as competition in markets increases, traditional
norm-based institutions may become inadequate or
obsolete.25 Competition can reduce the effectiveness 
of closed groups, such as guilds or business networks,
whose existence and effectiveness depend on superior
access to such inputs as information. This can create the
demand for new institutions or improve the quality of
existing institutions by changing behavior. In places as
varied as Thailand and Uganda, greater competition for
land increased land disputes and created the demand for
more formal procedures for recording transactions.
Competition in product markets has led to institutional
change in labor markets (chapter 7). And there is some
evidence that competition between firms can be a par-
tial substitute for strong shareholder rights in inducing
managers to act in the interest of owners. 

Firms competing in product markets, forced to in-
crease efficiency, have the incentive to lobby policymak-
ers to implement institutional changes that lower their
costs. Competition also affects the distribution of gains
among market players, and so increases the demand for
institutional change among those who want to maintain
their gains in the light of changing economic factors.
But sometimes institutions, such as rules governing in-
tellectual property, may be needed to limit the degree of
competition in markets and to foster innovation. 

For firms in international capital markets, competi-
tion can produce demand for better institutions, such
as accounting standards (chapter 5). In turn, domestic
banks, to compete with foreign banks outside their
home markets, may pressure their regulators to improve
prudential regulations. This happened in Mexico after
it signed the North American Free Trade Agreement. A
World Bank study looking at institutional performance
cites competition as a key factor affecting institutional
performance, since it changes the incentives for indi-
viduals to succeed.26

Jurisdictional competition also fosters institutional
evolution. A study of corporate law evolution shows
that competition between countries—and between for-
eign firms operating in a country—has created pressure
for change in corporate laws (box 1.15). In the United
States competition between states to attract business
has led to institutional evolution of different forms in
the various states. For example, personal bankruptcy

and corporate laws vary across the states. Education sys-
tems vary across districts. 

Markets with more competition may require fewer
formal institutions, since competition can substitute
for regulation. Take infrastructure: greater competition,
possible with technological changes, has allowed regu-
lators to lower the frequency of price reviews (chapter
8). Sectors previously considered natural monopolies
became potentially competitive, so governments now
rely more on competition to deliver desired outcomes,
such as affordable prices for consumers.

But the competition from new infrastructure pro-
viders can also complicate regulation. Before the priva-
tization of state monopolies in many countries, state
infrastructure monopolies cross-subsidized some cus-
tomers—in many cases lowering costs for poorer house-
holds by charging higher prices to business users. After
privatization, governments aiming to protect poorer
customers have found it difficult to regulate the priva-
tized firms in a way that provided adequate profits for
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A study investigating legal change in 10 jurisdictions, in-
cluding both industrial and developing countries over more
than 100 years, found competition among firms operating
within countries and across borders to be important in pro-
moting changes in the corporate law. The changes were
often enacted in response to crises, owing to competitive
pressures, or as a conscious effort to standardize corpo-
rate law across countries. 

Studies of Europe in the late 19th century highlight ju-
risdictional competition in the development of corporate
law. There was a shift from concession systems, in which
rulers granted the right to incorporate case by case and
often as a special favor, to a system of registration in
which any company meeting certain minimum require-
ments could incorporate. For example, in France in 1867,
the shift was induced by the expansion of English compa-
nies on the continent. Once France allowed companies in-
corporated in England to operate as a corporation in France,
without special approval by parliament, it faced pressure
from domestic companies to drop the concession require-
ment at home. 

Israel in 1999, Japan in the 1990s, Chile in 1981, and
Delaware in the United States (where there have been
continuous changes) provide examples of jurisdictions that
changed their corporate laws in response to competitive
pressures in the 20th century. 

Source: Pistor and others 2000, World Development Re-
port 2002 background paper. 

Box 1.15

Competition and the evolution of corporate law



firms while providing adequate services to the poor
(chapter 8). 

There are times when institutions restricting com-
petition are desirable. Some market rents may need to
be tolerated to fund the adoption of new technology,
and institutions restricting competition may be needed
to promote market development. And regulating the
degree of competition among banks can enhance finan-
cial stability by reducing the incentives for risk taking. 

How do political forces, social pressures, 
and shocks affect the pace of change?
Political forces and social pressures can either acceler-
ate or retard the development of new institutions. Shift-
ing social, political, and economic balances are in turn
affected by a government’s institutional reform efforts.
In industrial markets, however, the state is constrained
from arbitrarily changing rules and laws, and there tend
to be more checks and balances on various actors, pub-
lic and private.

Political forces. An institution exists in part because
some constituencies gain from its existence and so have
the incentives and influence to support it. This distri-
butional aspect is particularly important when institu-
tions benefit a small group or minority in society for
whom the costs of collective action are low and bene-
fits are large. Checks and balances on political power,
from firms and interest groups, can support the inter-
ests of the majority. But minority interests may in some
cases oppose the modification of institutions. 

So policymakers wishing to embark on reforms may
have to create new institutions rather than modify ex-
isting ones. According to some, this was important in
the recent establishment of a regulatory authority for
telecommunications in Morocco. But even though
building new institutions may be desirable, the costs of
collective action—including those of information col-
lection, enforcement, and competition—may be so
great relative to perceived benefits that they would frus-
trate the formation of a new political coalition that
would push for institutional change. 

Institutions often change when the power of those
who directly benefit from the existing structures is un-
dermined or when they no longer reap any benefits so
that they no longer have the incentive to oppose change.
One way to accelerate institutional change is to co-opt
the opponents of reform. In China after 1978, local
governments were encouraged to collect federal taxes

since they could keep any collections above a certain
level. Local governments were also able to raise addi-
tional taxes, not shared with the national government.

But all reforms are not equally difficult politically.
Some ineffective institutions may exist in part because
there are no interest groups pressing for change—not
because some interest groups oppose change. Or it may
be that those who would oppose change do not have
much political sway. Whatever the reason, reforms in
these areas could be accelerated. And as these reforms
breed new constituencies and forces, they can lead to a
demand for greater change. The key is to find the op-
portunities and to work in these areas.

Although indigenous institutional development re-
sponds to changing economic and social conditions, a
central issue for transplants is managing distributional
conflicts. Institutional change creates winners and losers.
For example, bankruptcy law designates the rights to in-
come and assets for creditors. Corporate law distributes
rights among owners, managers, and the government.
Regulation covering service provision to the poor trans-
fers economic gains from producers to poor consumers
and between levels of government (chapter 8). 

The distribution of power among different levels of
government largely determines the type of regulatory
structure likely to be effective. A study of the evolution
of regulation in infrastructure conducted for this Re-
port argues that the allocation of regulatory authority
in the now industrial countries closely followed the po-
litical structures of those countries.27 The degree of po-
litical and administrative centralization in a country sig-
nificantly affects the intervention by the upper level of
government in regulation. In the United States—where
the states are large and there is a great deal of auton-
omy—local regulation of concessions for water and
electricity was gradually overtaken by state-level regula-
tion. The greater centralization was hastened by corrupt
municipalities or complex regulatory issues between
local jurisdictions. Traditionally, regulation of natural
monopoly infrastructure firms evolved in response to
political pressure from firms or communities. In re-
sponse to high prices and high profits, the public de-
manded government intervention. By contrast, France
has a very centralized political system and has generally
adopted a much more centralized regulatory structure.

When transplanting regulatory agencies from indus-
trial countries, the domestic political structure and bal-
ance of power must be considered along with the qual-
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ity of information that is available to different levels of
government. Such issues are particularly important in
large countries such as Brazil, India, and Russia. Infor-
mation problems at the national level tend to be more
severe, but so could be the risk of regulatory capture at
local levels. While economic analysis may argue for a
certain design, for effective institution building, politi-
cal and social realities and their dynamics will need to
be considered.

History shows that politics influence the develop-
ment of financial systems.28 Financial institutions, par-
ticularly banks, provide an easy way for governments
to channel the economy’s resources in directions they
deem politically desirable.29 The effective functioning
of government agencies, such as tax collection agencies
and financial supervisory authorities, depend critically
on politics and checks and balances on political power.

Many developing countries have recently tried to estab-
lish autonomous revenue agencies to free tax collection
from political influence. What determines the success
of these reforms? The authority granted to these insti-
tutions, and the political commitment to support their
greater autonomy (chapter 5).

Political instability also affects investment within
countries, as cross-country empirical studies show. In
countries more polarized and less politically stable, pol-
icymakers are less committed to strengthening the legal
system and protecting private property rights.30 Weak
property rights in politically unstable countries lead to
lower investment.

Social pressures. Social structures such as inequalities
in income distribution and in the influence of different
ethnic groups also affect the demand for institutional re-
forms and their sustainability (box 1.16).
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Before the 1960s rural land in China was the responsibility of
communes. In the early 1960s farmers in Anhui Province began
calling for a restructuring of communes, so that earnings could
be linked to work. Local leaders began experimenting, allow-
ing some households to contract for individual plots. The
demonstration led others to push for plots, and the resulting
productivity increases led to formal sanctioning by local lead-
ers of this system. At that time the central government was
not involved. Later, the system was partially reversed because
of central government disapproval. Then in 1978 a severe
drought in Anhui led to a food crisis, and provincial leaders al-
lowed households to cultivate any land the collective farms
were unable to work. Nearby villages emulated the practice. 

The central government began accepting local institutional
innovation after almost 20 years, when faced with an economic
crisis. Central government officials formally adopted the House-
hold Responsibility System, under which households could con-
tract with local leaders to produce on their “own” land. Initial
distributions, although different from village to village, were es-
sentially the same within the village. In other words, both so-
cial and productivity considerations determined land allocations
in the transition to individual and more formal rights. But the
contracts with households did not assure them of very stable
land use rights. Although such rights were supposed to be allo-
cated for a period of years, most villages in China adopted the
practice of periodically readjusting landholdings in accord with
changes in household makeup. Chinese farmers and officials
have not been of one mind regarding social versus efficiency
considerations. Surveys of farmers in the 1990s indicated that
they wanted more secure land rights, but many also favored
readjustments. Chinese farmers indicated that they would over-
whelmingly support a no-readjustment policy if their welfare
concerns could be addressed by other means (such as prefer-
ential allocation of wasteland or taxes). Lack of consensus on

the institutional structures to protect farmer welfare probably
slowed the effective implementation of land contracts. 

In some cases land readjustments also reflected the desire
of local cadres to maintain influence. Control over land remains
one of the main sources of economic and political power for
local officials. Perhaps as a result, land system rules regarding
tenure—both formal and informal—and practices have varied
widely around the country. Although the central government
approved 15- and then 30-year tenures, this was not imple-
mented. Field research indicates that county- and provincial-
level officials from jurisdictions that rely heavily on agriculture
are more likely to have interests that are similar to those of
farmers than local officials.

China’s story reveals some important lessons for institu-
tional reform. 

� Experimentation has been key for institutional reform, in this
case at local levels. The central government was important
in validating a successful experiment and thus in accelerat-
ing its acceptance around the country.

� Institutional reform takes time. Chinese land policies will
continue to be modified as several important issues are re-
solved and as other supporting institutions evolve.

� At different stages in the process of institutional reform, the
role of local versus other leaders varied significantly. 

� When changing established norms, governments need to
be aware of dual role played by institutions—in this case for-
mal, but in many others informal—in affecting both effi-
ciency and equity. Social concerns affect the pace of reform.
Explicit considerations of these issues can help policymak-
ers undertake institutional reform. 

Source: Prosterman, Schwarzwalder, and Hanstad 2001; World
Development Report 2002 background paper.

Box 1.16

The interplay of social, political, and economic forces in the reform of land institutions in China



More inequality sometimes means lower institu-
tional quality. Empirical work across countries—using
indicators of institutional development that measure
the rule of law, corruption, enforcement of property
rights, and an overall index of these indicators—sug-
gests that there is some association between the distri-
bution of income and institutional quality, with very
unequal distributions of income being associated with
a lower quality of institutional development.

Why might this be? Perhaps more unequal societies
are more polarized or less likely to engage in social or
economic transactions with each other. More polarized
societies also may be less likely to agree on institutional
reform, much as they may find it more difficult to agree
on policy reforms.31 Or perhaps when a few players,
such as large business groups, dominate economic
transactions, they have little incentive to support for-
mal institutions that would enhance competition in
their activities. Those players, often part of well-knit
networks, can conduct most of their business through
reputational mechanisms. 

The differences in the development paths of North
and South America are often cited as examples of how
social factors—such as equality in the distribution of
human capital and other resources, differences in ethnic
diversity, and the economic power of the dominant
group in these economies—can affect institutional de-
velopment and growth.32 Countries in both regions im-
ported institutions from Europe. A more equal initial
distribution of income and a less polarized society in the
United States is cited as an important factor promoting
institutional reform. There was more participation by
broad segments of the population in a competitive mar-
ket economy. More egalitarian societies may also be less
polarized. This factor is probably more important for
ethnically diverse countries, particularly during eco-
nomic downturns when conflicts tend to be magnified.

Other forces may be at work. True, the history of the
industrial countries is full of examples of periods and
countries of high inequality. Consider the prevalence
of sweatshops, unhealthy working conditions, and ex-
tensive child labor in much of the United Kingdom
during industrialization. But this inequality did not
keep the United Kingdom from the forefront of indus-
trial development. So it is not clear that initially high
income inequalities will always prevent later broad-
based market development. There may be countervail-
ing forces at work, such as the open exchange of infor-
mation, open trade and competition, and innovation,
all promoting institutional development. 

The recent experience of the East Asian economies
suggests that policies to promote equality, through in-
vestments in education, can yield high returns. People
who are literate and educated are more likely to par-
ticipate in and demand formal market-supporting in-
stitutions. This Report provides some guidance for
institution building in the social sectors (box 1.17). Pro-
moting opportunity in this way can promote social co-
hesion, important for consensus-building on reforms. 

Large initial inequalities in wealth in closed markets
can also engender situations where strong economic in-
terests may “capture” the state, leading to regulatory
structures that favor their narrow interests and prevent
broad-based markets. Market participants can have a
key role in the design of institutions that affect their
transactions. Creating inclusive institutions with more
social legitimacy—systems in which business interests
and government can work together in an open and
transparent fashion in establishing institutions—can
lead to faster progress than in closed systems.

Shocks. Large shocks to economic and political sys-
tems change the balance of economic, social, and po-
litical power—and thus the effectiveness of institutions.
Sometimes shocks forestall reform and at other times
they can accelerate it. During economic depressions,
for example, business and financial groups often come
under greater scrutiny. It is claimed that periods of eco-
nomic depression in Europe reduced political and so-
cial support for financial development, particularly for
the development of equity markets.33 But country ex-
perience also shows that since market-supporting insti-
tutions need some stability to be effective, large eco-
nomic or political shocks may be needed for all but
gradual change. And sometimes several large shocks are
needed.34 For policymakers and politicians, periods 
of crisis can sometimes provide opportunities, at least
in some sectors, to undertake bolder institutional re-
forms—and these are opportunities to be seized. 

A detailed analysis of the evolution of corporate law
in industrial and developing countries shows that eco-
nomic crises create demand for reform. For example,
the recent financial crises affected reform in Malaysia
(box 1.18).35

Shocks in technology also create demand for new in-
stitutions. Regulators need to develop new institutions
to deal with such technological breakthroughs as the
Internet. For example, the spread of e-banking and the
provision of financial and other information over the
Internet offers lower transaction costs—and new op-
portunities for fraud.
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Some of the key problems institutions face in the deliv-
ery of social services are information, enforcement, and
competition. 

Limited information about the beneficiary is available to
the provider of services, complicating the targeting of in-
come transfers to those truly in need. In Moldova, for exam-
ple, before recent changes in transfer systems, a 1997 sur-
vey found that the richest 10 percent of the population
enjoyed almost a fifth of all social assistance payments,
while 38 percent of poor households got no form of social
assistance at all. 

Enforcement by public officials of good quality is difficult.
In relatively poor areas of most countries, there are difficul-
ties in maintaining staff and providing services, especially
for public providers. Evidence from Canada (Anderson and
Rosenberg 1990) to Indonesia (World Bank 1994b), and from
India (The Probe Team 1999, p. 44) to Zambia (World Bank
2001f) shows substantial differences in vacancy rates in
health posts between urban and rural areas.

Then there are the issues of competition. For example,
competition by the government in providing social transfers
may drive out private institutional arrangements—such as
family networks, which can be targeted more effectively to
the poor than more arm’s length (public) social assistance.36

A study from the Philippines, simulating the results of intro-
ducing an unemployment insurance scheme, found that net
private transfers to the unemployed would fall by 92 pesos for
every 100 given by the government (Cox and Jiminez 1995).

Complementing what exists. The demand for modern
public institutions to deliver universal social services and
widespread social assistance is fairly recent. In health the
large national systems of the United Kingdom and Canada
date from 1948 and the 1970s, respectively. and in education,
the achievement of universal primary education, requiring
public funding, occurred late in the 19th century. The origins
of national social assistance schemes are also fairly recent.

In each case, extensive reliance on the private sector
preceded the participation of governments. In fact, as to-
day’s richer countries grew more advanced, they could pro-
vide more formal social services at a price-quality mix de-
manded by the population. They could ensure adequate
training of public providers. And they had the complemen-
tary institutions (such as more reliable income and asset
ownership records) to better target social assistance to the
neediest and that were free from corruption.

For developing countries, public involvement in these
areas has accelerated. With poor complementary institu-
tions—inadequate monitoring capacity, poor communication
networks—providing universal coverage immediately may be
too ambitious. Public financial constraints, including low fiscal
resources, may also worsen quality of services. So recogniz-
ing the need to be flexible in price-quality goals is important.

Innovating to identify what works. Despite the lack 
of complementary institutions, developing countries can 
use innovative methods to ease many of the information 
and enforcement problems in these areas. The use of pro-
viders closer to the community—such as NGOs, whose
motivations are different from both private sectors and civil

servants—can be a solution for both service delivery and 
the provision of social assistance. What many NGOs bring
to the table is a credible promise not to exploit weaknesses
in the monitoring systems of government. 

In many sparsely populated and poor areas, such as one
might find in rural Africa, it is unusual to find private, mod-
ern medical facilities unless provided by NGOs, particularly
faith-based NGOs. In delivering social assistance, NGOs
based in the community may be better able than formal
agencies to discover who is most in need of aid and may be
organizationally more flexible in delivering appropriate assis-
tance to the neediest. The community may also serve as the
arbiter of who has the most needs—as in the mahalla sys-
tem in Uzbekistan.

For many of the poorest countries, the best option for tar-
geting social transfers effectively may be to experiment with
different self-targeting mechanisms to find the system that
best ensures that few other than the poor use the transfers.
Innovative approaches using less desirable consumption
goods for the poorest (as in Bangladesh in the 1970s and
Tunisia in the early 1990s) have proved useful (for Tunisia, see
Tuck and Lindert 1996). Well-designed public works programs
that pay below-market wages are also a good self-targeting
way to ensure that resources get to those who need them. 

Connecting communities. Promoting open information
exchange has been very important in building successful
service delivery institutions. In the state of Ceara in Brazil,
one factor in the dramatic improvement of health service de-
livery was an innovative monitoring approach. But also criti-
cal was a substantial public relations campaign that pre-
ceded the program, increasing its visibility, enthusiasm, and
prestige. In this way, the program recruited a cadre of inter-
ested local monitors (Tendler and Freedheim 1994).

Sometimes, simply providing information to local com-
munities is enough to stimulate improvements in quality in
service delivery. Recent technological advances, including
the Internet, allow government and private agents to pro-
vide information cheaply. The rate of sharing information 
is dramatically enhanced. Take Uganda. In 1995 a study to
track expenditure from the central government to individual
schools found that as little as 30 percent of nonsalary recur-
rent budget allocations meant to reach schools actually did.
The results of this study were publicized in newspapers and
posted at local facilities. A follow-up survey in 1999 showed
an increase in actual disbursements, averaging very close to
100 percent (Ablo and Reinikka 1998). Another variation that
does not depend on technological improvements is sharing
information through the use of traveling teachers. 

Promoting competition. Competition between public and
private providers improves institutional quality. In Malaysia a
reliable system of public clinics has maintained pressure on
the private sector to keep prices reasonable (van de Walle
and Nead 1995; World Bank 1992). But competition is pos-
sible only in areas densely populated enough to support mul-
tiple providers. This leaves unaddressed the problem of re-
mote areas with many poor people. In the United States, for
example, voucher systems are almost always advocated
only for urban areas.

Box 1.17

Applying the lessons to the social sectors



Organization and scope of the Report

The second part of this year’s Report concentrates on
firms. It addresses institutional issues that affect pro-
ductivity and risk management in agriculture: the
rights to land, the credit in rural areas, and the institu-
tions that support innovation and dissemination of
ideas in agriculture. It also concentrates on the prob-
lems of governance for firms, looking at institutions,
internal and external to the firm, that enhance invest-
ment in firms and ensure good management—espe-
cially the interaction between ownership structures and
legal frameworks and between private institutions (such
as business associations) and public ones. And it ex-
plores the critical role of financial institutions, the nec-
essary supporting institutions for their development,
and the role of the supervisory and regulatory system
in ensuring a healthy financial system. It draws on new
research done for the Report on the role of politics in
financial development, institutions to secure access for
new borrowers, and the effects of foreign bank entry
and privatization.

Part III of the Report concentrates on government.
It examines how political institutions support good
governance, focusing on the policymaking process, the
incentives for corruption, and the institutions of taxa-
tion. It next explores issues of judicial efficiency, and
the experience with reforms aimed at improving effi-
ciency, and examines the causes and consequences of
cross-country differences in judicial procedures from a
new survey covering over 100 countries. It then dis-
cusses the main impediments to competition in mar-
kets, gathering new data on business entry regulations

around the world and on competition authorities and
legislation. Last, it assesses the regulation of monopo-
lies in developing countries and the consequences for
service delivery to poor people.

Part IV of the Report concentrates on society. It dis-
cusses how norms and codes of conduct in societies in-
fluence markets and public institutions and in turn are
influenced by market developments. It also explores the
role of the media in expressing and disseminating the
concerns and values of society—and the effects such in-
formation flows have on institutional quality and thus
on economic and social outcomes. It draws on a new
study of media ownership around the world written for
the Report.

Market-supporting institutions are a big topic, for
these institutions are everywhere and varied. So much
remains to be learned about them. This Report offers
policymakers some guidance that has been distilled
both from the history of institutional evolution and
from the lessons of recent experience—the varied expe-
riences of the transition economies in the 1990s, the
continuing struggles in many poor countries around
the world, and the successes of some of the emerging
economies in the past decades. 

At the same time, the Report does not address all
possible institutional problems in all possible fields.
Rather, it focuses on a subset of these institutions from
many fields to illustrate that the framework (inform,
enforce, compete) and messages (complement, inno-
vate, connect, and—again—compete) can be applied
regardless of the specific sector studied. It does not
cover in detail institutions that previous World Devel-
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Malaysia had one of the most developed capital markets in
East Asia in the early 1970s. At first, securities market regu-
lation followed mostly the English system of market self-
regulation. Although a comprehensive securities act was en-
acted in 1973, jurisdiction over market supervision was divided
among several state agencies—including the ministry of fi-
nance, the registrar of the companies, and the capital issues
committee. 

In 1993, after a decade of rapid market development, con-
trols were unified in a new securities commission. Before the
financial crisis in 1997, the commission had determined to re-
place the detailed merit regulations system with a liberalized
system based primarily on disclosure. But in the wake of the

crisis and with the aim of reducing capital outflows, policymak-
ers adopted selective capital controls. 

After an evaluation of the crisis, a series of more substan-
tial institutional changes were introduced in preparation for
continued liberalization. Focused on transparency and gover-
nance, these changes included new accounting standards,
merger and acquisition rules, capital adequacy rules for stock
brokering companies, and broker commission liberalization. 

The implication for policymakers is clear: if crises expose
real vulnerabilities in markets, policymakers should take advan-
tage of these times to fix the vulnerabilities.

Source: World Bank staff.

Box 1.18

Crises and institutional change in Malaysia



opment Reports have covered. This Report, one in a se-
ries looking at critical development issues, is a natural
continuation of World Development Report 2000/2001,
which discusses the central role of markets in the lives
of poor people. It leaves some important issues for
World Development Report 2003, which will focus on is-
sues related to the environment as well as on social co-
hesion and stability.

Conclusions

Development experience shows that markets can pro-
vide the means to attain sustained increases in living
standards for people around the world. World Develop-
ment Report 2000/2001 argued that markets are central
to the lives of poor people. By providing opportunities
to engage in productive activities, and by empowering
citizens, they can promote growth and reduce poverty.
But for markets to provide widespread benefits, they
need to be inclusive and integrated. Policies that pro-
mote growth and reduce poverty are important, but the
details of institutional design matter as well. 

Improvements in living standards, and overall im-
provements in the lives of poor people, depend on in-
stitutions that support growth as well as those that di-
rectly enhance the access of poor people to markets.
That is, poor people are affected by what other market
actors do.

Building effective institutions is a complex task. Ex-
perience indicates that one size does not fit all. But not-
withstanding the uniqueness of countries, analysis of
country experience does hold important lessons for in-
stitutional development. 

This Report provides a framework for institutional
development. It builds on the work of several disci-
plines, combining theory and evidence. It extends em-
pirical evidence on the details of institutional design
across a wide range of countries, and within countries
over time, to understand the process of institutional
change. And it provides guidance on how to build new
institutions, modify existing ones, and create the forces
for change.

Most times institutional change is a step-by-step
process. The Report acknowledges as well that many
reforms are difficult because there are constituencies
which benefit from existing institutions and often in-
terest groups which would promote change do not do
so. But it is also true that some institutions continue
to exist not because there is concerted support for
them, but because forces that would press for change

are not adequately organized to do so. Reforms to such
institutions are not as difficult to implement politically
and, once implemented, could not only improve the
way markets work but can help build momentum for
further change. Both the supply of institutions and the
demand for them matter. Development experience
does not provide a universal guide as to which partic-
ular institutions should always be created first. How-
ever, within each sector, the Report does identify areas
where the introduction of a particular institutional
structure may need to wait for the development of
other supporting or complementary institutions or
conditions. In other words, some priorities can be
identified.

This Report also considers the interaction between
informal or norm-based institutions and formal insti-
tutions. Many poor people, particularly those in poor
countries, do not have access to formal institutions.
Innovative designs may help bridge the gap between in-
formal and formal institutions and gradually increase
the access of those left out. Simplifying formal institu-
tions, providing more information about them to users,
strengthening human capital, and accepting informal
institutions when formal institutions would not have
their desired impact are some of the ways in which in-
stitutional designs can be modified to suit the needs of
poorer countries and of poor people.

Local, national, and international actors, public or
private, affect how institutions evolve over time. The
balance of power between private and public actors,
and the state’s recognition of both its strengths and lim-
itations, is an important factor in market development.
A strong and capable state is necessary to support mar-
kets, and an arbitrary and corrupt state can impede
their development. But it is not only the balance be-
tween private and public actors that matters. The de-
sign of institutions and the pace of reform are affected
by how local and national leaders and national and in-
ternational leaders interact. All of these interactions are
affected by the nature of information flows and the ca-
pabilities of the various parties.

The four main lessons of this chapter are that for ef-
fective institution building policymakers need to com-
plement what exists, innovate to suit local conditions,
foster open trade and open information exchange, and
foster competition among regions, firms, and individ-
uals. The incentives provided to people depend on the
whole set of institutions and affect their performance.
So when building an institution or modifying one, the
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key thing to consider is whether supporting institu-
tions—without which the institution would not be ef-
fective—exist. If not, perhaps it would be better to
work on the supporting institutions first or to modify
design so that the planned institution can work with-
out the supporting institution. Also important are 
the levels of human capital needed, the extent of cor-
ruption, and costs relative to per capita income. With
scarce human capital, complex regulations cannot be
enforced as they are in countries with highly skilled per-
sonnel. These factors argue for simplification of insti-
tutional design. Higher costs relative to per capita in-
come of accessing formal institutions will mean that the
disadvantaged and poorer members of society will be
unable to access these institutions. Corruption is facili-

tated by complexity of regulation in nontransparent
markets and where other incentives for bureaucratic
efficiency (such as wages or promotion) are weak. In
these countries, to complement existing conditions,
regulation needs to be streamlined. Technological dif-
ferences are also relevant. To accommodate country-
specific differences in culture and endowments, in-
novation should be encouraged and accepted. Finally,
providing opportunities for trade will develop markets
and the demand for institutions that support transac-
tions in markets. Open information sharing will do the
same. Competition among regions and among firms,
often limited by current institutional structures, will
help identify new institutional forms and create the de-
mand for new institutions.
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P A R T  I I

Firms

FIRMS ARE KEY BUILDING BLOCKS OF MARKETS, PRODUCING GOODS

and providing services that form the basis of market exchange. This part of the Report

considers institutional issues for three groups of firms. Farmers are the focus of chapter

2, which looks at ways for agricultural producers in developing countries to increase

their productivity and reduce their risks through improving the institutions that gov-

ern the markets for land, credit, technology, and agricultural output. For firms, a key

institutional question is how to enhance investment and ensure good management;

chapter 3 covers the problems of Governance of Firms (focusing on those outside the

financial sector), through an examination of interactions between ownership structures

and legal frameworks, and public and private institutional players. In chapter 4, Finan-

cial Systems, which perform critical functions for market systems, are considered; the

chapter discusses the necessary institutional conditions for their development and the

role of the supervisory and regulatory system in ensuring a healthy financial system.





Most of the world’s poor people earn their living from
agriculture, so if we knew the economics of agriculture
we would know much of the economics of being poor.

—Theodore W. Schultz, 1980

Farmers operate in the market, like other entrepre-
neurs. But markets in rural areas, and particularly
agricultural markets, suffer especially from prob-

lems of information, inadequate competition, and
weak enforcement of contracts. Building institutions
that reduce transaction costs for farmers, therefore, can
greatly improve the way agricultural markets operate.
This is especially important for poverty reduction, be-
cause poor people are more likely to live in rural areas
and make their living from agriculture-related activities
(figure 2.1). Well-functioning agricultural markets also
have important benefits for the rest of the economy. As
agricultural productivity improves, farmers leave agri-
culture for more productive employment in industry
and services, promoting overall growth.1

Three particular challenges face policymakers build-
ing institutions for agricultural markets. First, agricul-
tural activity is usually geographically dispersed and dis-
tant from major urban centers. A problem in providing
rural credit, for example, is that formal providers of
credit, such as banks, may find it costly to obtain infor-
mation on geographically scattered small farmers. So
interest rates on formal loans to small farmers, if loans
are available at all, tend to be prohibitively high. Simi-
larly, costs for judicial services and the marketing of
produce can be high because of the distance between
farms and major towns.2 In all such cases, informal in-
stitutions serve as substitutes for formal institutions—

C H A P T E R  2

Farmers

effectively in some environments, but as incomplete
surrogates in others.

Second, farming in many countries has historically
suffered from urban bias in public policy. For example,
state marketing boards in several African countries re-
sembled the systems used by the colonists to gather
food during the Second World War.3 Both these
systems subsidized urban consumers of food by re-
quiring farmers to sell their output at less than the
market price. Other examples of urban bias include
overvalued exchange rates to make imports cheaper for
urban consumers, excessive agricultural export taxes,
and high effective rates of protection for domestic in-
dustries that provide agricultural inputs.

Public investment in infrastructure, education, and
other services in rural areas also tends to be lower than
in urban areas. Lower investment increases transaction
costs in marketing, which can be a major institutional
constraint to developing agricultural productivity.
Public or private efforts to build specific institutions
that ease information costs, such as grades and stan-
dards or market information systems, can help to boost
agricultural development (box 2.1). Beyond physical
access to markets, large segments of the rural popula-
tion, and the rural poor in particular, often face con-
siderable obstacles in accessing agricultural markets.
This is because their relative lack of education can
make some useful formal institutions, such as institu-
tions for disseminating technological information,
harder to access.

Third, agriculture is heavily dependent on the va-
garies of climate. Poor farmers often rely on their own
savings and the help of family and friends when floods
or droughts strike. But these insurance mechanisms are





of little use when savings are meager or when the entire
circle of family and friends suffers from the same disas-
ter. Wealthier farmers and those in richer countries can
purchase forms of disaster insurance and benefit from
public subsidies when struck by adversities. These sub-
sidies are costly for poorer economies, and markets for
disaster insurance require an array of complementary in-
stitutions unavailable in most developing countries.

How can governments or communities build effec-
tive institutions to raise farmers’ returns and lower their
risk?4 This chapter addresses this question by drawing
on evidence from successes and failures of institutional
arrangements across countries. The interlinked institu-
tions governing farmers’ physical and financial assets—
those for land and for finance—are particularly impor-
tant. Secure and transferable rights to land stimulate
income-generating investment and reduce uncertain-
ties about future incomes. So do well-functioning rural
financial institutions, which provide credit for both
income-enhancing and risk-reducing investments and
insurance. Institutions for generating and disseminat-
ing agricultural technology directly affect the yields and
risk inherent in agricultural production. 

In many countries, marketing problems are the
biggest institutional constraints to increasing agricul-
tural productivity. Connecting small, isolated commu-
nities into larger markets, and particularly into global
markets, stimulates demand for farmers’ output. This,

in turn, generates demand for inputs. The more open
the market, the greater is the demand for effective for-
mal institutions for farmers—from documented prop-
erty rights in land to better access to credit.

Informal institutions and simplified procedures may
be appropriate in situations where complementary for-
mal institutions are absent or where the overall demand
for agricultural output is low. In such cases the costs of
complex formal institutions may be high compared
with their benefits. For example, in areas where there
is little competitive pressure on land, communal rights
to land can be sufficient for tenure security. Formal ti-
tles may be more appropriate in situations where high
demand for land gives rise to disputes over land and in-
formal institutions can no longer resolve these disputes
satisfactorily. 

Innovation, often through experimentation, can
identify techniques that overcome the inherent high
transaction costs in rural areas. These can range from
simple databases that permit technological information
sharing among small farmers to improved enforcement
mechanisms inherent in group-based lending.

This chapter concentrates on specific agricultural in-
stitutions, including land rights, rural financial institu-
tions, and institutions that create and deliver agricul-
tural technology. Many other critical issues that relate
to agriculture are dealt with in other chapters of the
Report—for example, openness to international trade
in chapter 7 and water and electricity pricing in chap-
ter 8—and in other Bank reports.5

Building more secure and 

transferable rural land institutions 

Historically land was abundant and was held commu-
nally or could be obtained by any who laid first claim
to it. But as population grew, land in many parts of the
world—specifically, agricultural land—became more
scarce, until its relative scarcity raised its value. As land
became more important as a productive asset, it moved
into individual or family ownership. With private prop-
erty came the need to prove ownership. Even in ancient
Egypt and Mesopotamia, titles for land were important
for land transactions (box 2.2).

Today the nature of property rights in agricultural
land varies widely across countries. Both governments
and communities have built institutions to define these
rights. In some countries, such as Uzbekistan, the state
owns all land. In China private ownership of land is
also prohibited; government regulations allow private
citizens to lease land legally for 15 years, although prac-
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When complex agricultural marketing arrangements in develop-
ing countries fail, it is usually because of the lack of effective sup-
porting institutions. The state has a role to play in building better
marketing institutions, but not through state marketing bodies,
which have clearly been unable to balance conflicting state objec-
tives, including credit provision, tax collection, and food security
and price stability for urban consumers. Instead, the state can fa-
cilitate private marketing institutions, such as contract farming and
cooperatives.

Contract farming arrangements, or “out-grower schemes,”
are attractive for farmers in developing countries because they
help small farmers access modern inputs, such as credit and
seeds, and market their produce to domestic and international
markets. These schemes range from agreements between indi-
vidual traders and farmers, as in many Asian countries, to more
formal systems in countries of Latin America, Central Europe, and
East Asia. Even though the institution is private, governments can
help build it in two ways: as information facilitator, helping to
match small farmers with domestic traders and agrobusiness
firms; and through complementary institutions, especially contract
enforcement mechanisms (such as courts to resolve contractual
disputes, or grades and standards).

Farmer cooperatives are more common in industrial countries
than in the developing world, dominating the dairy sector in Fin-
land, wheat in Canada, rice in Japan, and grain in Argentina. By
tackling the problems caused by the relative smallness of indi-
vidual farmers, cooperatives can be very successful in dealing
with both information asymmetries and competitive power ver-
sus purchasers. They do this through collective action, pooling re-
sources and lowering the unit costs of transactions. For market-
ing cooperatives in developing countries, the record has a clear
lesson: governments should stop trying to impose “top-down”
cooperative structures on farmers. Cooperatives such as Anand
in Gujarat, India, or UGC in Mozambique have seen success be-
cause they are voluntary in nature, which helps mitigate some col-
lective action problems, such as low effort by participants (a prob-
lem that has plagued state-led agricultural cooperatives). Also,
they have experimented with context-specific institutional design,
which has improved trust, transparency, and innovation.

Whatever the organization of marketing, purchasers can still
incur high costs to verify the quality of goods they buy. Two insti-
tutions have evolved to meet these needs: grades and standards
provide a greater level of certainty about the quality of produce,
and market information systems provide information to farmers. 

Because agricultural products have a vast array of characteris-
tics, grades (classifications based upon quantifiable attributes) and
standards (rules of measurement) are used to separate similar
products into categories and describe them with consistent ter-
minology. This evaluation system can significantly reduce infor-
mation costs by allowing traders to contract “remotely” through
commodity specification rather than through on-site visual inspec-
tion. But the benefits go beyond this. Because grades and stan-
dards can be independently certified, they facilitate access to
credit, through the use of warehouse receipt schemes, inventory
credit, and commodity exchanges. They can also expand the mar-
ket by allowing price and quantity comparisons, and thus trade,
across markets with common standards.

In the rice market in Japan, standards and grades were cre-
ated when the spread of railroads began to link once-isolated mar-

kets. Throughout the world the expansion of trade between com-
munities has created a similar demand for such standards and
grades. Private merchants usually initiate standards. But as the
volume of exchange increases, the importance of public interven-
tion to promote the use and adaptation of standards increases. 

International standards are often sponsored by larger farmers
and firms in developing countries. These standards may promote
overall exports. Yet smaller farmers who are currently involved in
export markets may be left out of the process. The setting of high-
level standards may raise their costs. These farmers have two op-
tions. First, they may reap part of the benefits of standardization,
such as lower information costs, through the use of informal insti-
tutions that have evolved to mitigate informational problems (as
with informal brokering arrangements in Ethiopia). Second, policy-
makers can reach out to enroll poor farmers in certification pro-
grams to integrate them into the wider agricultural markets, as is
being done by Mayacert, a nongovernmental organization (NGO)
operating in Guatemala. 

Market information systems (MIS) generically describe dis-
semination networks of public data that provide information on
agricultural markets. For farmers, knowledge of market informa-
tion (such as the prevailing price of a commodity in key wholesale
markets) can help them to plan their production, harvesting, and
sales according to market demand. For traders, better information
improves their ability to decide whether to hold products in stor-
age or ship them to the most lucrative markets. In both cases MIS
are of special use to smaller farmers or traders, who lack the scale
economies to gather such information on their own account. 

In most industrial countries, private agencies provide agricul-
tural market information for a fee, while public agencies collect
market data and make the information available free of charge.
Given the high cost of collecting and disseminating such informa-
tion in areas lacking standardization of quality and weights and ad-
equate communication infrastructure, any user fees charged by
private agencies are likely to be high. So the public sector has an
important role in poorer countries. 

Public sector MIS systems are not widespread—a survey of
120 developing countries identified only 53 such systems (Shep-
herd 1997). But they are usually barely functional. This is due to
inadequate financing, inability of bureaucrats to collect reliable
market information, and reluctance of traders to divulge informa-
tion for fear of being taxed.

Nevertheless, several innovative strategies for effective dis-
semination of market information are being explored. For exam-
ple, the government of Andhra Pradesh, India, makes prices of
produce in different regional markets available on a website that
is updated daily. Again, a major role for the public sector may be
to help market participants improve their own information flows
by expanding the availability of low-cost communication technol-
ogy. For example, the exchange of market information in Ghana,
the Philippines, and Bangladesh was boosted when governments
made rural access a condition for granting licenses to mobile tele-
phone companies. Consequently, market traders increasingly
gather and convey information among themselves through the
use of their own cellular telephones. 

Source: Chaudhury and Banerji 2001, World Development Report
2002 background paper. 

Box 2.1

Agricultural marketing institutions



tices differ across different localities. Similarly, although
private ownership is forbidden in most Central Asian
countries, some governments have developed well-
defined and often-codified use rights to state property
and have built organizations to administer them.6 Pri-
vately determined and ill-defined “squatters’ rights” con-
stitute ownership and transferability of cultivated land
for many small farmers in Latin America. Communities
and tribes in many African countries have informal, in-
dividual use rights to communally owned property.7

Land tenure is transferable in most of South Asia, but
uncertain institutional arrangements have resulted in
clashes about ownership and the potential for govern-
ment seizure of land, leading to insecurity in some areas.

Secure and transferable land rights can be provided
by both informal and formal institutions. Such systems
must provide information on who owns the land, who
has a secured interest in the land, where land transac-
tions are registered, and how to access this information.
The community-defined ownership or use rights in
parts of Africa, for example, perform these functions. 

In many cases establishing formal titling is an un-
necessary cost in the medium term. But formal prop-
erty rights systems enforced by the state are needed to
reduce land disputes where population growth or de-
mand for agricultural produce leads to competitive
pressures on land or where transactions with those out-
side the community are common. For example, the de-
mand for formal individual property rights was stimu-
lated in England by the demand for wool and thus for
sheep. In Kenya the demand for formal land rights was
triggered by the emerging global market for plantation
crops, while in Thailand the cause was the internation-
alization of its market for rice following the 1826 Bow-
ering Treaty. Better infrastructural services that con-
nect remote lands to the market can also stimulate the
demand for formal institutions to delineate and en-
force property rights, as has been the case in Brazil
(box 2.3).
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From the dawn of agriculture around 10,000 years ago
until a couple of centuries ago, land has been abundant rel-
ative to population in much of the world. Land in early
times was usually owned, if at all, by the king or the tem-
ple. In Egypt the Pharaoh Menes (c. 3100 B.C.) carried
around deeds certifying his ownership of all land, granted
to him by the king of the gods. But private land ownership
and land sales were also recorded. In Uruk (in southern
Mesopotamia, c. 3000 B.C.), there are records of individu-
als who “owned” land, although titles did not exist—and
tablets give information on the sale of this land.

Some of the earliest existing physical records of pri-
vate landholdings date from the reign of Hammurabi (16th
century B.C.), whose famous code also laid down specific
circumstances under which the king would step in to re-
solve land disputes. In Hammurabi’s time, land assign-
ments were delineated by pegs around the boundary, and
a record of all landholdings was kept in the palace. By the
third century B.C., it had become common for Egyptian
landholders to keep a document of possession with them-
selves. By the time of the Sassanian era (A.D. 224 to 651),
property ownership in Mesopotamia required a written
deed, witnessed and then registered with the state.

Source: Powelson 1998.

Box 2.2

Early institutions of land ownership in

Mesopotamia and Egypt

Until recently settlements known as quilombos have been
hidden away in Brazil. Tucked away in geographically re-
mote settings, these communities are inhabited by the de-
scendants of runaway slaves. Their remoteness was origi-
nally an effort to avoid discovery and scrutiny by slave
owners. Today the settlements are connected to the rest
of Brazil and the world by new and improved road, river,
and rail links. As a result the value of this land has grown
for ranchers, mining companies, and land speculators,
who have been attempting to take over some of the
quilombo lands for development. Initially these efforts
were relatively successful because quilombo inhabitants
did not have formal titles. Since their ancestors had been
illiterate, no documents testified to the existence of their
communities, and all official records of slavery were offi-
cially destroyed in 1890. 

Yet a government-sponsored effort is now under way
to give quilombo dwellers legal title to ancestral lands This
process was eased by the adoption of a new constitution
in Brazil in 1988, 100 years after slavery ended, which fi-
nally recognized the rights and status of descendants of
runaway slaves. By 2000, 743 quilombos, some dating
back to the 17th century, had been identified across Brazil
and were seeking formal recognition of their status. There
have been some attempts to expedite the titling process,
such as accepting the oral testimony of the oldest resi-
dents as proof of settlement claims. Still, the process of
regularization has not gone as fast as could be hoped, and
the government is trying to accelerate it. 

Source: Rohter 2001; Fundação Palmares 2000. 

Box 2.3

Quilombos in Brazil: infrastructure, social change,

and a new demand for land registration



Improving agricultural productivity 
through better land rights 
Improved security of tenure can raise the expected re-
turns from investment and ease credit constraints. This
in turn can raise investment levels and productivity. Se-
cure tenure to land helps assure investors that the re-
turns to their investment will not be expropriated by
government or private agents. Better land tenure also
increases access to credit, since land can be used as col-
lateral (discussed in chapter 4). 

If land tenure is secure, a functioning land market
that allows transfer of property from one owner (or a
possessor of user rights) to another can help raise pro-
ductivity by transferring land from less efficient culti-
vators to more efficient ones. This overall productivity
gain, of course, is greater if there are functioning credit
markets—otherwise the more efficient farmers would
not be able to raise the capital needed for the purchase.
Productivity increases also depend on sellers being able
to engage in other income-generating activity. Several
studies of China, one of the few countries that has ex-
perimented with allowing different systems of transfer
rights across different provinces, have confirmed that
higher levels of transferability were positively correlated
with higher levels of farm investment.8

In many developing countries extensive regulation
of land market transactions has meant that land mar-
kets seldom operate freely. Since transparency tends to
be low and administrative capacity limited, these regu-
lations also encourage corruption. Lowering these costs
of land transactions may be of particular importance in
parts of Asia, especially South Asia, where a flourishing
land market could improve productivity by avoiding
excessive fragmentation and subdivision of landhold-
ings (box 2.4).

When are formal titling institutions needed?
Formal land titles can increase access to credit and raise
investment in land. But these functions greatly depend
on the broader institutional environment. Govern-
ments should embark on large-scale titling programs
only where competitive pressures and potential disputes
mean that community land tenure arrangements are
ineffective.

Efforts to issue documented and registered land titles
have gained prominence in recent years. In many cases,
titles have formalized undocumented tenancy rights,
which can range from long-established community- or
tribe-based systems, as in the Brazilian quilombos exam-

ple in box 2.3, to occupancy rights by squatters on
land.9 Formal land titles have also been established dur-
ing land privatization processes (as in the transition
countries). As discussed in World Development Report
2000/2001, clearly defining land rights during land re-
forms is key to improving the lives of poor people—
farmers and nonfarmers alike.10

But the financial and administrative costs of a for-
mal land titling program are high. This raises the ques-
tion of what types of institutions are needed, and when.

 

Even when land transfer is allowed by law, extensive reg-
ulation of transactions can frustrate the operation of the
land market. The following barriers can be reduced by gov-
ernment actions.

Restrictions on land sales. Some countries prohibit
land sales outright. In many transition countries land priva-
tization has been accompanied by ceilings on sale prices
and moratoriums on resales. Governments have indirectly
restricted land sales by mandating that any land transac-
tion has to be approved by a higher authority. 

High sales costs. High transaction taxes or high fees
can discourage land sales or drive them into the informal
sector. In the Philippines and Vietnam the tax on land
transactions is almost 20 percent of land value. Costs can
also be high when lack of competition results in high fees
for services associated with land sales. 

Restrictions on land subdivision. Such restrictions have
been established in former colonial environments to
prevent the disintegration of large farms often formerly
owned by colonialists, without any economic justification.
For example, Zimbabwe continues to have these restric-
tions, while South Africa has just recently begun the pro-
cess of repealing its regulation. 

Restrictions on the use of land for collateral. Examples
include Vietnam, where the value of land as collateral is
limited by law and where foreign banks are not allowed to
take land as security for credit. Also, creditors cannot own
or exchange land use rights, and any land that is repos-
sessed is auctioned off by the state. In Mexico banks can
obtain the use right but not the ownership of land.

Lengthy land registration processes. In Mozambique
there is a backlog of about 10,000 applications for land
rights, which means long delays between receipt of an in-
vestment plan and eventual granting of the land right. In
Cameroon the minimum amount of time it takes to regis-
ter a plot is 15 months, and registration commonly takes
between 2 and 7 years. In Peru the official adjudication
process takes 43 months and 207 steps in 48 offices, al-
though an expedited process is now being implemented
in selected areas.

Source: Deininger 2001, World Development Report 2002
background paper; de Soto 2000.

Box 2.4

Examples of policy barriers to the operation of

land markets



Formal land titles create secure and transferable
property rights by providing better information. Infor-
mal land right systems are based on the knowledge of
community members and neighbors. These individuals
may know the quality of a piece of land, who truly
owns it, and its precise physical demarcation. But out-
siders to the community who want to buy land have lit-
tle access to this information, and no way to ensure the
reliability of the information they obtain. Formal land
titles can help to remove this source of uncertainty. At
the same time, by resolving ownership disputes, they
can thwart arbitrary seizure. They also ensure that the
price of the land more closely reflects its value rather
than the added costs associated with verifying its own-
ership status and physical location. 

Property owners may clearly demand the establish-
ment of formal titling systems when informal systems
become less effective. This usually occurs when land be-
comes relatively scarce and in dispute. Increased open-
ness to other communities and competition in product
markets—reflecting strong market demand for agricul-
tural output—has often increased the demand for for-
mal titles. In areas of new settlement or frontiers (as in
Brazil), formal titles can enhance the security of agri-
cultural ownership.11 For 35,000 squatter families liv-
ing on encroached forest reserve land in Thailand, a
land reform project in the 1980s provided occupancy
certificates that could be upgraded to full land titles.
Since the 1980s the World Bank has been supporting
land titling projects in Thailand. Studies have found
that these efforts have encouraged significant produc-
tivity-increasing investments and greater access to
credit. The Bank is continuing to work with the Thai
government on a 20-year program to improve the land
titling and administration system.12

In other situations community-based approaches
offer a cheaper and effective alternative to formal insti-
tutions.13 The first situation occurs where buyers and
sellers know each other at the local level and where
there is strong peer pressure to avoid socially disruptive
property disputes. In these cases the main source of de-
mand for land is often from within the community; the
community is strong and close-knit; there is consis-
tency and continuity of community leadership; and any
certificates of ownership issued by those in the commu-
nity are accepted by others in the community. The sec-
ond situation occurs where community arrangements
are also legally valid and enforceable. Under Nigerian
law, for instance, “customary tenure” is defined as those

systems administered by communities or their leaders.
The great majority of these holdings are held under
rights of inheritance derived ultimately from commu-
nity membership—rights that are defensible in the
local courts.14

The third situation arises where administrative and
institutional shortcomings mean that formal titling
does not result in more secure tenure than informal al-
ternatives. The effectiveness of formal titles depends 
on the quality of the title—such as clarity—and respect
for the law. National legislation for tenure reform has
limited capacity to change behavior when indigenous
arrangements on land persist.15

The fourth situation occurs where the benefit of for-
mal titles is low because of failures in other agricultural
institutions. That has been the case in Kenya, for ex-
ample.16 If complementary markets for credit and for
marketing of inputs do not work, then the first policy
responses, given limited institutional or organizational
resources, should be in those areas.

Available empirical evidence from studies on Asia
and Latin America suggests a positive relationship be-
tween tenure security and investment. For example,
studies for the Brazilian frontier found formal titles in-
creased productivity by providing clear information
about ownership rights in undeveloped areas.17

Land titles can also improve access to credit. But ti-
tles alone are not sufficient—cross-country experience
suggests that the difference has been the existence of
complementary institutions. In Thailand the existence
of formal land titles has facilitated the flow of both for-
mal and informal credit (box 2.5). Moreover, increased
investments in titled land raised its value and improved
access to credit.18

At the same time, studies have generally found that
formal titles have little effect on access to and use of
credit in very poor regions in Africa, India, and some
parts of Latin America (box 2.6). Two related factors
explain this finding. First, complementary formal credit
institutions may not be widely available. A study of two
villages in southern India found that transferable land
rights had little effect on credit, probably for this rea-
son.19 Land titles alone may not lower the high costs of
enforcement and of managing very small loans that for-
mal lenders deal with in lending to small farmers. For
instance, a study for Paraguay found that the effect of
formal titles on credit varied strongly with size. Smaller
producers holding fewer than 20 hectares were ex-
cluded from the credit market.20 Second, the lack of
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other complementary formal institutions, specifically
enforcement mechanisms, makes a difference. In Kenya,
for instance, where banks were prevented from foreclos-
ing on property used as collateral, a study found that
banks did not make loans to farmers despite the exis-
tence of formal titles.21

Building effective institutions for the land market
Formal land market institutions include land registries,
titling services, and land mapping. In building these in-
stitutions, three characteristics should be kept in mind:
clear definition and sound administration of property
rights; simple mechanisms for identifying and transfer-
ring property rights; and thorough compilation of land
titles and free access to this information.22 Although
this discussion focuses on rural land markets, most of
the lessons hold for urban markets as well.23

Clear definition and sound administration. A land
registry, where titling information is filed, helps to solve
the central problem of information on property rights.
Many of the functions of a land registry can be per-
formed by the private sector. But the government has a
role in ensuring that the registry provides comprehen-
sive ownership evidence to the public at low cost. For
this, it has to enact land registration laws that define

rules for original adjudication of registered title, estab-
lish if and how provisional rights can be registered, and
stipulate how these rights subsequently mature. The
government also needs to establish an authority (which
can be public or private) to ensure the impartial main-
tenance of land registers, to determine the nature of
these registries, and to delineate the method by which
a register for the whole jurisdiction is to be compiled
and subsequent transactions are to be recorded. 

Clearly defined land parcels need to be based on cred-
ible land surveys. Otherwise, increasing land disputes—
the resolution of which, given the overworked judicial
systems in many developing countries, usually takes a
long time—can undermine the fundamental aim of
land registries. In Indonesia, for example, land disputes
account for 65 percent of all court matters. 

Administration of the surveys has to address two
concerns. First, survey standards should be commensu-
rate with the country’s (and region’s) level of economic
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While formal title documents for rural land can facilitate
credit transactions, the costs of registering liens can be
high, and the process can be time-consuming. Therefore,
lien registration may not be compatible with loan transac-
tions of relatively smaller amounts or short duration. Alter-
native arrangements have emerged, however, that take
advantage of the value-enhancing effects of titles on col-
lateral while avoiding the high transaction costs of formal
lien registration. In Thailand in the 1980s a study found
that borrowers sign a power-of-attorney authorization to a
lawyer representing the lender (typically a trust of local
businessmen) and leave the title document with the attor-
ney. The cost of foreclosure in such a case is low, and the
risk to the lender is reduced considerably. This procedure
screens out borrowers with overly risky projects at a very
low transaction cost compared with a formal registration
of lien. While these arrangements have been documented
for Thailand, they are likely to exist in many other regions
of the world where the transaction costs of registering for-
mal liens are high. 

Source: Siamwalla and others 1990.

Box 2.5

Informal collateral transactions using land titles

in Thailand

Most African farmers still hold their land under indigenous,
customary, or communal land tenure systems. In the tra-
ditional African society, the household, the village, and the
kin group provided insurance against risks, access to in-
formal credit, and security. Lineage rules of inheritance
helped to enforce intergenerational transfers. The threat
of sanctions, which included exclusion from the social
structure and its benefits, was the major instrument of en-
forcement of the rules. Even where households have be-
come geographically dispersed, the common inheritance
of land in the village and the social support system of the
traditional society continue to bind them together.

In the past such land tenure systems were thought to
provide insufficient tenure security to induce farmers to
make necessary investments in land (World Bank 1974;
Harrison 1987). But research has shown that such sys-
tems can be effective. The evidence from rain-fed crop-
ping areas suggests that indigenous tenure systems have
been flexible and responsive to changing economic cir-
cumstances (Place and Hazell 1993; Bruce and Migot-
Adholla 1994). Harrison (1990) found that smallholders in
Zimbabwe, despite not having private title to their land,
have achieved rapidly increasing maize yields and that
their productive performance is not inferior to that of the
biggest commercial farmers in the country. Mighot-
Adholla and others (1994a) found similar results for Ghana.

Source: Bruce and Mighot-Adholla 1994; Collier and Gun-
ning 1999; Soludo 2001, World Development Report 2002
background paper.

Box 2.6

Do indigenous land rights constrain agricultural

investment and productivity in Africa?



development. In Zambia, for instance, standards re-
quire the same degree of survey precision for office
blocks in the capital as for 5,000-hectare farms in
sparsely populated areas.24 In poorer countries, more
comprehensive survey coverage of land boundaries at a
lower level of precision and cost (using neighboring
parcels and landmarks) may be preferable to a low level
of coverage at a high level of precision (say, satellite-
aided mapping). Second, there needs to be an ade-
quate supply of survey professionals, so that the land
registration process is not unnecessarily lengthy. In
Zambia, for instance, supply restrictions by the tightly
knit association of surveyors meant that there were only
seven qualified surveyors in the entire country in 1994.
Indonesia, Malaysia, and the Philippines have also re-
ported similar restrictions and lack of surveying capac-
ity.25 Pressure by media groups, civil society, and gov-
ernment to ease such anticompetitive behavior could
yield results.

Simplicity of identification and transfer. In practice,
establishing formal land rights can be a lengthy and
cumbersome process. There are simple ways to ease this.
One is to convert occupancy rights into full title. In
Mozambique, for instance, land rights are granted to
cultivators based on actual occupation for the last 10
years. Oral testimony is sufficient to support land own-
ership claims, and communities can request formal ti-
tles at any point. Similarly, oral testimony is being ac-
cepted in many cases of formalizing the quilombos in
Brazil (see box 2.3). Suffering from a backlog of land
disputes in the regular court system, Mexico established
specialized agrarian courts (box 2.7). The admission of
oral evidence and a degree of decentralization have made
such courts accessible to the poor at reasonable cost.

Computerization can also simplify the identification
and transfer process (as in the example of Andhra
Pradesh, India, given in box 1.8). Although the initial
investments in technology can be large, they can have
high payoffs in speeding up land transactions in densely
populated areas. Tax payments can also be used as a
proof of possession that can eventually be converted
into ownership. This mechanism also provides an incen-
tive for landowners to pay taxes. Finally, transferabil-
ity of land rights can be eased by reducing regulation-
induced costs of transactions (see box 2.4).

Thorough compilation and free access to titling infor-
mation. Incomplete land registries, where certain land
plots are not part of the information base, are a com-
mon feature of developing countries. A combination of

technical, administrative, and legal impediments may
cause this problem. For example, in Indonesia and
Madagascar a lack of coordination between the legal
and the fiscal cadastre, or official register of land own-
ership, prevents the government from knowing how
much land it owns. 

Land registries that are not publicly accessible raise
the cost of transactions. In Tajikistan and several other
countries of the former Soviet Union bureaucratic in-
termediaries are needed because the land registries are
closed to the public. In other countries, such as Indone-
sia, there is separate title recording, which requires ex-
tensive cross-referencing between the legal and fiscal
systems. This separation affects not only the speed of
access (which can be eased by computerization), but
also the integrity of the system.

Experimentation through pilot projects helps iden-
tify institutions effective for a given context. An exam-
ple comes from Côte d’Ivoire, where the World Bank
is working with the authorities on the Plan Foncier
Rural. A pilot project helped to develop the methodol-
ogy for the systematic clarification and certification of
rural land tenure. Mapping and documentation of land
rights is carried out by the professional team, accom-
panied by the land user or owner, neighbors, and vil-
lage chiefs, moving from field to field within a village
area. Any disputes that arise are settled by the entire en-
tourage on the spot. When mapping and documenta-
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Mexico established a special institutional infrastructure for
granting land rights, which has three elements: (a) an om-
budsman’s office to supervise the regularization of land
ownership; (b) a system of special courts to attend to the
large number of existing land conflicts (and provide an op-
portunity for quick appeal of any irregularities occurring dur-
ing the regularization process); and (c) a modern registry to
record land rights that had been established to ensure that
they could be used in commercial transactions. 

Beneficiaries agree that the program has increased
tenure security, and evaluations have demonstrated the
positive impact it has had on the functioning of land mar-
kets. This transparent and accessible institutional frame-
work has also improved governance in areas that were
hitherto dominated by local cliques and party bosses.

Source: Deininger 2001, World Development Report 2002
background paper.

Box 2.7

A transparent and accessible institutional

framework for granting land rights in Mexico



tion of ownership and user rights are completed, the in-
formation is made publicly available so that claimants
can openly register disagreements. If no conflicting
claims to a parcel have been made within three months,
the tenure status is considered satisfied.26

Building effective and accessible 

rural financial institutions 

One study of the rural environment states that 

Few banks would even consider making agricul-
tural loans, and those who did charged extremely
high interest rates. Rural credit was fertile ground
for the loan sharks, and year after year, farmers
turned over their crops to help pay exorbitant inter-
est charges on loans made to keep their farms oper-
ating. Should a crop fail, the chances of a farmer ex-
tricating himself and his family from a loan shark’s
clutches were virtually non-existent.27

This study was depicting the situation in rural North
Carolina in the United States in the early 20th century.
The description could apply just as accurately to many
developing countries today, where formal institutions
such as commercial banks have relatively little incen-
tive to offer services to rural clienteles.

Over time, formal credit provision has increased in
rural areas of industrial and some developing countries
(figure 2.2 shows the evolution for some Asian coun-
tries). Increasing prosperity among farmers; better rural
infrastructure; integration of the urban and rural finan-
cial systems; and the development of complementary
institutions such as formal credit histories or collateral
systems for rural borrowers, which lower the costs of
lending, have all contributed to this increased access to
formal credit (chapter 4).28 In some countries, specific
rural credit institutions such as cooperative banks and
credit unions have also been successfully developed.
But the provision of crop insurance for farmers has had
mixed results even in industrial countries. 29

In industrial countries today, specialized commer-
cial institutions for offering credit, such as microcredit
organizations and agricultural development banks, are
relatively rare. As markets became more integrated, non-
specialized commercial banks began to supply credit 
to agriculture, supplanting both informal credit insti-
tutions and specialized agricultural banks. The finan-
cial viability of many of the formal specialized agri-
cultural banks, such as France’s Credit Agricole and

Indonesia’s Bank Rakyat Indonesia, was improved by
pooling agricultural risks with nonagricultural ones.
The broader development of financial markets (chap-
ter 4) and the development of complementary institu-
tions such as those for enforcing contracts are also im-
portant for this process.

But in many developing countries, effective and
accessible formal rural financial institutions are still
rare—largely because of the lack of complementary in-
stitutions. Accessing finance is particularly difficult for
poor farmers. To address this problem, policymakers
initially created financial institutions that were specific
to the agricultural sector, without much success. 

Developing countries have often relied on trans-
plants of rural and agricultural credit institutions that
have been successful in the United States, Western Eu-
rope, and Japan. Among them are various forms of co-
operatives (often adapted from the German Raiffeisen
model), post office deposit schemes, and state market-
ing agencies that provided credit. French colonies in
Africa built specialized agricultural banks based on the
original design of the Credit Agricole. Latin American
countries have often used lessons from the historical ex-
perience of the United States to set up public and co-
operative farm credit systems.30

By the late 1980s, most of these institutions had
clearly failed. Part of the problem was specific—trans-
plants were not suited to country circumstances. But
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other issues also contributed. Urban bias policies, re-
pressive financial policies, and loan targeting to narrow
interest groups reduced the financial viability of banks
lending to rural sectors. Debt relief programs also raised
effective costs for lenders. 

As a result, informal financial institutions still dom-
inate in most poorer countries and for poorer farmers.
In the mid-1990s, 81 percent of rural borrowing in
Nepal was from informal sources, while farmers in
Nigeria received 30 percent of their loans from infor-
mal moneylenders and 40 percent from esusu clubs (co-
operative credit arrangements).31

Within countries, informal sources of credit are dis-
proportionately used by poorer farmers. Data from
Nepal in the 1990s show that 97.5 percent of those
with per capita consumption below 2,000 rupees (the
very poorest rural group) borrowed from informal
sources. No rural borrowers with per capita consump-
tion above 50,000 rupees borrowed informally.32 Sur-
veys from India and Pakistan show similar results. 33 In
Thailand a study found that nonborrowers and those
who borrowed exclusively from the informal sector
tended to have fewer assets as well as lower incomes.
Only the largest farmers borrowed from commercial
banks as well as some farmers associations, and infor-
mal loans were also smaller in size.34

But the mix between different types of informal
lenders has changed with the increased commercializa-
tion of agriculture.35 In India, Pakistan, and the Philip-
pines studies report that crop loans from moneylenders
and landlords have been replaced by loans from “com-
mission agents,” or traders, who advance credit to buy
inputs against a promise that the farmer will sell the
produce through them at harvest.36 These arrange-
ments are usually better for the poorer farmers because
they provide access to otherwise unavailable input and
marketing arrangements (see box 2.1).

Improving rural lending institutions
Information and enforcement issues are fundamental
problems faced by both informal and formal lenders in
agriculture. Lenders overcome these problems through
a range of institutional mechanisms, which can be “se-
cured” or “unsecured” (table 2.1). 

Secured loans, offered in exchange for some collat-
eral, are the preferred option for most formal lenders
in rural areas because such loans automatically lower
information and enforcement costs.37 Assessing the
value of collateral and selling the collateral in case of
default can be costly. But in environments with overall

weak formal institutions, these costs are still cheaper
than the costs of gathering credit information about
many small and scattered borrowers or of attempting to
enforce a contract through an inadequate legal system. 

Building effective systems for secured transactions
can promote the development of formal rural financial
institutions (chapter 4). In some developing countries,
the use of formally collateralized loans is quite limited.
Land cannot be used as collateral if legal claims, such
as laws limiting “ownership” of seized land to use rights
only, are not clear. In some developing countries many
assets, such as warehouse receipts or inventory credit,
are still not recognized as collateral. Indian law explic-
itly recognizes warehouse receipts as title documents,
but there is no such recognition in Ghanaian law. One
way around this enforcement problem is to use mov-
able property as collateral—it can be given to the cred-
itor to hold. 

Collateralized loans tend to be given mostly to larger
farmers in developing countries. For the lender, such
farmers usually have two advantages over poorer and
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Table 2.1

Types of rural lending institutions

Type Informal Formal

of loan institutions institutions

Secured

Unsecured

Note: ROSCAs are rotating savings and credit associations; ASCRAs
are accumulated savings and credit associations. Labor pawning, a
historical artifact, involved offering a family member’s labor as se-
curity. Labor pawning was prevalent in precolonial West Africa
(Austin and Sugihara 1993).

Pawnbrokers 
Moneylenders who

take possession
of land titles

Labor-pawning
institutions

Moneylenders 
Credit from traders

(purchasers of
output)

Credit from traders
(sellers of inputs)

Friends and family
Savings groups

(including
ROSCAs,
ASCRAs, and 
chit funds)

Labor-bonding
institutions

Commercial banks
Rural development

banks
Government credit

programs
Mortgaged credit

from traders
(sellers of inputs)

Some credit unions
Credit cooperatives
Farmers’

associations
Nonbank financial

institutions 
(e.g., insurance
companies)

Microcredit groups



smaller counterparts. First, collateral is easily available—
their property rights over land are more likely to be
formally registered, and they are more likely to have
movable property of high value. Second, because loan
amounts are larger, the lender’s unit cost of processing
the loan or using the formal judicial system for enforce-
ment are lower.

Poorer farmers often rely on unsecured loans from
both formal and informal sources. Rural credit institu-
tions in developing countries, whether formal or infor-
mal, gather information about the borrower’s reputa-
tion by word of mouth. These institutions are usually
localized and have easy access to information. A study
for Thailand, for example, found that informal lend-
ers are often the shopkeepers in the village because 
the store acts as a center for village gossip and thus in-
formation.38 Some formal institutions, such as credit
unions and cooperatives, also tend to be localized and
can use past credit history with the institution itself as
the main guide for future lending. 

Formal and informal lenders, and large and small
rural borrowers, interact in complex ways in financial
markets in developing countries. Formal lenders such
as commercial banks lend directly to the larger farmers
and traders for their personal use. But they may also
make wholesale loans to traders, who then act as infor-
mal lenders, making retail loans in smaller amounts to
small farmers and middlemen (box 2.8).

How can rural lending institutions be improved? Ex-
perimenting with context-specific institutional design
and using new technology to reduce costs are two prom-
ising avenues.

The design of new rural lending institutions can be
improved by incorporating innovations based on the
successful elements of informal institutions and formal
interventions. Social and peer pressures, which are par-
ticularly effective enforcement mechanisms in informal
lending, can contribute to the success of formal rural
credit programs in weak institutional environments.39

Newer microcredit institutions, including those backed
by the World Bank and other donors, have adapted
many of the same mechanisms for inducing repay-
ment.40 Some nongovernmental organizations (NGOs)
are also trying to emulate informal lenders by serving
as a bridge between banks and poor borrowing groups.
MYRADA in southern India acts as such an interme-
diary, aiming to help borrowing groups deal directly
with the banks after a few loan cycles. 

Successful rural finance institutions cannot always
be transplanted from one socioeconomic environment

to another. Experimentation around a basic institu-
tional form has been a good way to identify success-
ful institutions. So thriving microfinance institutions
around the world differ in operational details. Innova-
tions on different aspects, such as the targeted group
and the repayment periods, have been altered to suit
the characteristics of different countries. 

Giving incentives to loan officers, and rebating a
small part of the loan for early repayment, the Unit
Desas, part of Bank Rakyat Indonesia (BRI-UD), im-
proved the repayment rate (to 92.5 percent in 1995).41

Successfully experimenting with its institutional form,
such as the size and composition of its “solidarity
groups” of borrowers, BancoSol in Bolivia has grown
from a subsidized lending program operated by an
NGO to a self-sustaining commercial bank. Learning
from successive experiments about how to adapt credit
delivery to the local context and farmer needs, an Al-
banian rural credit program funded by the World Bank
grew from offering small-scale credit in seven village
credit funds in 1992 to a full-scale rural development
project supporting hundreds of village credit funds by
1995 and a follow-up microcredit project since 1999.42

Experimentation helps to understand the impact of
a rural finance institution. For example, an element of
the Grameen Bank’s programs is the requirement that
borrowers repay their loans in small installments ac-
cording to a rigid (weekly) schedule.43 Imposing a reg-
ular repayment schedule can be costly, however. It re-
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Rice marketers in the Philippines—paddy traders, rice
millers, wholesalers, and retailers—act as moneylenders
primarily to establish a claim over the farmers’ produce and
to ensure that they are part of the trading chain. A key to
their success as credit intermediaries is that in the absence
of sufficient resources of their own, the rice marketers bor-
row much of their lendable capital (80 percent in one sur-
vey) from formal financial institutions. The traders’ intimate
knowledge of and close contact with the farmers and sub-
sidiary traders ensure that information and enforcement
costs are low and that repayment rates are high. More-
over, the rice marketers are a good risk for formal institu-
tions because they have a good history of repayment and
the size of their loans is relatively large. These informal
rural lenders may also use banks as places to keep their
savings.

Source: Floro and Ray 1997.

Box 2.8

The intersection of formal and informal lending:

marketing agents in the Philippines



duces the attractiveness of long-gestation projects, such
as those in agriculture, and helps to explain why infor-
mal lenders appear to thrive even in villages where mi-
crofinance programs are active.44

Technological innovations can also help credit pro-
vision. First, the continuing extension of credit-rating
services to rural areas brings the promise of eventual in-
tegration of urban and rural banking, as has occurred
in industrial countries. So far, such information inter-
mediaries are developing mostly in middle-income
countries, such as Argentina.45 “Meta-information in-
termediaries” are also being developed. These rate fi-
nancial intermediaries themselves rather than their
clients, the first step in the development of credit refer-
ence bureaus. Further, they offer financial information
in a standardized format. The Micro-Banking Stan-
dards Project, funded by the Consultative Group to As-
sist the Poorest, has recently collected, analyzed, and
published data on the financial status of participating
microfinance organizations.46 Micro-Rate, a private
credit-rating agency that specializes in evaluating micro-
lenders, offers a similar service.47

Second, information technology can reduce transac-
tion costs for both state and private actors. For exam-
ple, Compartamos, a Mexican NGO, has started giv-
ing its field staff inexpensive handheld computers to
record data, thereby reducing paperwork and speeding
synchronization of data. This has allowed field staff to
access and update records far more easily.48

Some institutional designs tailored to poor rural
areas have been successful. Small minimum balance re-
quirements and liquid savings products are attractive to
rural borrowers. In such schemes offered by some rural
banks in Asia and Latin America, lenders offset high
unit costs by having interest rates increase with the ac-
count balance. Administrative costs can also be lowered
by maintaining lean field offices and offering efficiency
bonuses to motivate staff to be more productive.49

Many of the elements explaining the successes of in-
stitutions such as the BRI-UD in Indonesia and the
Bank for Agriculture and Agricultural Cooperatives in
Thailand can be found in any successful institution.50

These include simplicity in financial contracts, trans-
parency in operations, and integration across markets.
Operational autonomy and freedom from political in-
terference are critical for providing the institutions with
the freedom to experiment with the terms and types of
financial products offered.51 Moreover, successful rural
financial institutions tend to be large, usually serving
millions of households. This allows them to reduce

transaction costs and risks by realizing economies of
scale and diversifying their portfolios.52

The most successful institutions began by financing
mainly nonfarm activities and started making agricul-
tural loans only after they had grown into mature in-
stitutions. A striking aspect of successful rural financial
institutions is that they all operate in relatively densely
populated rural areas.53 Geographic density reduces
costs of transactions and makes it feasible, for example,
for SafeSave in Bangladesh to send out staff to collect
savings from its members on a daily basis.54 Thus there
is a question whether these designs can exist in sparsely
populated countries. 

Developing rural savings institutions
Besides access to credit, safe and liquid savings instru-
ments are vital for farmers’ well-being. In the absence
of loans, savings are the only resource for investments.
They also provide “self-insurance” against the periodic
shocks to income common to agriculture, as farmers
add to savings in good times and draw on their savings
when times are difficult. Market women in rural parts
of western Africa often save their daily earnings by giv-
ing them to susu men (itinerant savings collectors). The
fact that the depositors are willing to pay the deposit
taker a fee suggests that there is a demand for safekeep-
ing institutions. 

Savings institutions in rural societies are still infor-
mal, and savings are often not in financial assets. Rural
households in developing countries save in physical as-
sets such as livestock and jewelry. This does not always
provide security because these assets may not hold their
value in bad times. The success of such a strategy also
depends on the level of development of the market for
that asset (box 2.9).

The development of formal rural savings institutions,
as with rural credit institutions, is inhibited by high
costs of operation. Governments have attempted to pro-
vide savings facilities in rural areas. But these efforts, on
average, have failed to cover their administrative costs.
Even some of the fast-growing microfinance programs
have relied on external agencies or governments for their
sources of funds. The only major exception has been
BRI-UD in Indonesia, but here the flow of savings has
been from the rural sector to the urban sector.55

Insuring against risk in agriculture
Agricultural risk is considerable and covariant—usually
all borrowers in an area are affected similarly. These
problems are compounded by information problems,
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which are especially large in developing countries. For
crop insurers, specific events such as floods or a locust
attack are verifiable, and thus these risks are insurable.
But when the yield on an insured crop is reported to be
lower than expected, the reasons can be many and are
difficult to untangle, and the true value of output is
hard to verify. Insurance also provides incentives for
fraud or “moral hazard” (low effort or investment by
the farmer). 

As a result, formal insurance mechanisms for agri-
cultural households are difficult to implement even in
richer countries. Unsuccessful attempts to offer gener-
alized crop insurance in developing countries have con-
tributed to the decline of agricultural banks.56 

In both industrial and developing countries, premi-
ums collected in general agricultural insurance schemes
have never been enough to offset the indemnities paid
out to farmers (figure 2.3). The situation is clearly
worse when high administrative costs are added to the
costs related to monitoring the insured. These schemes
have historically needed significant government subsi-
dies to stay operational.

Narrowly focused “named-peril” schemes are the only
agricultural insurance mechanisms that have functioned
without large government subsidies; they have succeeded
precisely because they minimize the potential for decep-
tion by farmers and do not depend on the farmers’ ac-
tions or investment. In industrial countries today, agri-
cultural insurance is offered only as event insurance, for
example against hail or floods—risks whose occurrence
is relatively easy to monitor. In the United States,
named-peril plans are the only mechanisms offered by
private insurers without government subsidies.57

If general crop yield insurance is to be provided in
developing countries, it is likely to require subsidies,
even if administrative costs are kept at a minimum. A
1995 study of a general crop insurance scheme in India
confirmed that it offered considerable subsidies.58

Given the limited availability of formal insurance for
farmers in developing countries, most insurance ar-
rangements are informal.59 A study of northern Niger-
ian villages found that credit contracts were dependent
on the nature and amount of shocks affecting borrow-
ers, with lenders bundling credit and insurance.60

“Social insurance” agreements between members of
a village stipulate that those who are better off once
crops are harvested and sold are required to make trans-
fers to the needy. Sometimes, as when individuals have
an incentive to leave the community, enforcing this
agreement so that these transfers actually occur can be

difficult (chapter 9). Village-based mutual insurance is
also limited because the main sources of risk affect the
entire community. Informal insurance arrangements
thus face a difficult tradeoff. The very factors that make
these informal risk-sharing mechanisms work—geo-
graphic proximity and social ties—also limit partici-
pants’ ability to diversify as a way to lower risk.61

Building effective institutions for agricultural

technology and innovation 

Two centuries ago, Thomas Malthus argued that the
world would exhaust its food supplies because popula-
tion grew geometrically but agricultural production
grew arithmetically. Technological change has proved
Malthus wrong. Agricultural innovations—such as
high-yielding seeds, herbicides, fertilizers, agricultural
machinery, and resource management techniques—
allowed food production growth to outpace population
growth. One of the fastest ways to increase agricultural
productivity rapidly is the adoption of new agricultural
technologies. Rapid productivity growth boosts farmer
incomes and helps farmers manage risk.

 

Faced with risky environments, rural households often rely
on the sale of assets to smooth consumption in the face
of income shocks. The main assets that farm households
possess are productive assets, in the form of land or live-
stock. Unlike land, livestock is portable and may offer a
useful way for households to buffer against production
shocks. In an influential article, Rosenzweig and Wolpin
(1993) presented evidence that the sale of livestock, no-
tably bullocks, is used as a consumption-smoothing device
by rural households in India. The market for bullock sales
and purchases is well integrated regionally, with 60 per-
cent of bullock sales in the sample villages taking place
with buyers outside the village. As a consequence, bullock
prices do not seem to vary with village-specific production
shocks, an important consideration for choosing an asset
that one might have to sell in bad times. 

An interesting contrast is provided by Fafchamps,
Udry, and Czukas (1998), who examined livestock sales
and purchases in Burkina Faso and found very little evi-
dence of a similar phenomenon. What explains the differ-
ence in these two sets of findings? Livestock markets 
in rural Burkina Faso, which is much less densely popu-
lated than India, are less integrated. Furthermore, the
more widespread the agricultural shock (in the case of
Burkina Faso, the study period included a drought that af-
fected large parts of the country), the more contempora-
neous are household decisions to sell livestock, and the
lower the efficacy of sales in smoothing consumption.

Box 2.9

Livestock as savings: contrasting evidence from

India and Burkina Faso



The Green Revolution in South Asia during the
1960s and 1970s illustrates the benefits of agricultural
technology. During the Green Revolution small farm-
ers dramatically increased their productivity by adopt-
ing high-yielding rice and wheat varieties and using
complementary inputs of irrigation and fertilizer. The
Green Revolution also generated secondary income ef-
fects for landless households.62 More generally, new
technologies have more than doubled global crop yields
over the last four decades.63 Between 1965 and 2000
productivity gains in output per hectare of cereal crops
averaged 71 percent globally.64

Research to develop agricultural technologies, as well
as extension services to deliver them, generate high so-
cial rates of return across regions—usually more than 30
percent (figure 2.4).65 Newer irrigation management
techniques, as well as seeds resistant to drought and to
pests, have helped to reduce risk. Finally, as discussed in
World Development Report 2000/2001, numerous stud-
ies show that the poor benefit from advances in agricul-
tural technologies, not only through reduced risk, but
also through increased demand for their labor and lower
food prices.

Many agricultural technologies have characteristics
of public goods. That is, they may be at least partially

nonrival (one person’s use does not lower another per-
son’s benefit from it) and nonexcludable—a person
who does not pay for the product can still receive it
(table 2.2). Private firms will not supply goods and ser-
vices based on these technologies because they cannot
restrict the benefits from the technologies to only those
who paid for them. Farmers may not pay for market-
ing information, for example, if they are able to receive
it free from friends and peers. One study in the United
States estimated that between 1975 and 1990 private
returns to seed companies were only 10 percent of so-
cial returns for nonhybrid seeds.66

These problems are compounded by the large exter-
nalities associated with new agricultural technologies.
For example, a farmer may impose a negative external-
ity on his neighbors by failing to vaccinate his livestock
against a disease that then spreads to their herds. Con-
versely, natural resource management techniques pro-
duce positive externalities by protecting the quality of
resources for future generations. As the Green Revolu-
tion showed, adopting new agricultural technology has
significant positive externalities for the rural poor. Fi-
nally, the lengthy time needed to develop new tech-
nologies and the uncertain payoffs can lead to less pri-
vate research than would be socially desirable.
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Figure 2.3

Financial performance of generalized agricultural insurance programs

Note: The height of the bars indicates the sum of indemnities and administrative costs as a ratio to premiums collected. For premiums to fully cover
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Source: Hazell 1992.



Taken together, these characteristics of agricultural
technology suggest a need for at least some public in-
volvement in the development and delivery of agricul-
tural technologies. The question is, to what extent and
in what form? 

Public institutions that have provided agricultural
technology are under pressure to reform. Fiscal pressures
and criticism for inefficiencies have slowed financial
support for public institutions in many countries. More-
over, technological shocks, such as the advent of new
biotechnologies, and global movements to strengthen
intellectual property rights have focused attention on
the role of the private sector in developing agricultural
technologies. Liberalization of entry into agricultural re-
search and extension services, as well as increased com-
petition, have strengthened existing institutions and led
to innovative institutional designs. Better information
sharing between providers and users of technology—
often through decentralization and through interna-
tional arrangements among technology providers—has
also improved institutional quality. 

International experience has shown that for private
goods technologies such as machinery and biotechnol-
ogy for commercial farms, research and extension ser-
vices can be left to the private sector. Public involve-
ment is required only for public goods, such as
knowledge-based technologies, and where there are
strong market failures and externality effects (such as
the secondary effects of technology for poor house-
holds). Yet even in these cases, public involvement does
not necessarily translate into public provision or mo-
nopoly. Moreover, in research there are potentially large
payoffs from regional collaborations among several
countries—particularly for smaller and poorer coun-
tries, where research capacity is low and markets are
small. 

Delivering existing agricultural 
technologies to farmers
One of the primary barriers to the adoption of new
agricultural technology is lack of knowledge.67 Exten-
sion services are an institution aimed at filling this gap.
Another major barrier is overregulation of agricultural
technology transfer. This section discusses these two
factors. 

Extension services. The main functions of extension
services are twofold: to inform farmers of new prod-
ucts and techniques, and to gather and transfer infor-
mation from farmers to other participants. This in-
cludes collecting feedback on farmer needs as input for
research priorities, and learning techniques from one
farmer and sharing them with others, for example, ir-
rigation techniques.

In the 1950s and 1960s large-scale extension sys-
tems emerged when governments throughout the world
invested heavily in services for delivering new agricul-
tural technologies.68 Estimates show that public sources
provide 81 percent of total extension services, with uni-
versities, parastatals, and NGOs accounting for 12 per-
cent, and the private sector accounting for only 5 per-
cent. Most of the private sector extension services are
provided in industrial countries.69

The benefits of extension services are enormous—
more than 80 empirical studies have demonstrated that
extension services generate rates of return averaging
more than 60 percent.70 Numerous other studies show
that extension services substantially improve technology
adoption rates, awareness, and productivity.71 These re-
turns are not only for dissemination of sophisticated
technologies. Information sharing on rural technology,
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including simple innovations for the poor and illiterate,
can have a substantial impact on productivity (box 2.10).

Despite these successes public extension services
have been criticized for being inefficient, ineffective,
and poorly targeted. In Kenya, for example, an evalua-
tion in 2000 found that government extension services
supported by the World Bank did not meet farmer
needs and were targeted toward groups that had a low
marginal impact on overall productivity.72 A 1997
World Bank review of 31 extension projects revealed
pervasive problems of inadequate client orientation,
weak human resource capacity, and low levels of gov-
ernment commitment.73

Some of the problems in public extension services
originate from external factors, such as lack of politi-
cal commitment and dependence on complementary
policies. Another problem is that public extension pro-
viders are not always made accountable for their ac-
tions, and the capacity to manage large and complex
extension schemes is limited.74 Three main types of in-
stitutional reform for improving extension services are
discussed here—decentralization, privatization, and sep-
aration of funding from execution. Each reform consists
of a different combination of public and private in-
volvement. Other important techniques include more
participatory approaches and increased use of the media
(chapter 10).75

While keeping both service delivery and funding
within the public ambit, several countries have decen-

tralized public extension institutions. This strategy in-
volves transferring responsibility for administrative,
fiscal, and political decisions from central to local or
regional authorities—usually to government agents but
potentially to community groups. By bringing decision-
making closer to clients, decentralization can increase
information flows, build local capacity, and improve ac-
countability. This in turn can improve efficiency, ser-
vice quality, and access. After the decentralization of ex-
tension in Colombia, costs per farmer fell 10 percent,
the area covered by extension services tripled, and the
number of beneficiaries more than doubled.76

Despite its potential, decentralization of extension
services presents three major challenges. A national
framework is required to avoid confusion of responsi-
bilities between administrative levels and wide varia-
tions in quality. Also, decentralization should not apply
uniformly to all extension functions. Some activities,
such as policy development, highly specialized techni-
cal support, and market information services (in which
there are more significant economies of scale), can be
conducted more efficiently by centralized authorities.
Finally, local governments may lack capacity to im-
plement these new institutional responsibilities. (For
example, in the Philippines inadequate linkages be-
tween research and extension services were exacerbated
by decentralization.) 77

A second strategy is the privatization of public exten-
sion services. The private sector is likely to invest in dis-
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Table 2.2

Where will the private sector invest in agricultural technologies?

Type of good Public good Common pool Toll Private

Features

Examples

Likelihood of 
private provision
Source: Umali-Deininger 1997; World Bank 2000a.

Nonexcludable and
nonrival

� Weather forecasts
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ment techniques
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schedules
� Natural resource

management
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� Self-pollinated seed
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� Shared fishery,
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management
techniques
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Excludable but nonrival
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� Farm management

computer programs
� Training courses and

private consultation in
farm management and
production practices 

Higher

Excludable and rival

� Hybrid seeds
� Biotechnology

products (for example,
inputs and seeds)
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� Agricultural machinery
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semination of goods where knowledge is embodied in
the technology itself—for example, in hybrid seeds.
The private sector is also better able to extract a return
from extension services in commercial farming, even
for technologies with public goods characteristics. As
illustrated in Argentine dairy farming, private agropro-
cessing and marketing firms that contract with farmers
may provide extension services for knowledge-based
technologies as well as for private goods (box 2.11).

Privatization of extension services has enhanced
competition and helped develop more effective institu-
tions. For example, partial privatization in the Nether-
lands reduced overhead expenditure by 50 percent and
increased farmer satisfaction ratings by 40 percent.78

Commercial providers are not the only solution. In-
stitutions for collective action such as farmers’ associa-
tions have played a central role in delivering extension
services—as in the Central African Republic in the
early 1970s.79 Complete privatization, however, can
lead to underprovision of public goods or make exten-
sion services unaffordable for small and subsistence
farmers, as was the case in Chile in the 1970s.80

Separating public provision of extension with private
funding usually involves charging farmers a fee to cover

a portion of the cost of the extension service and has
the obvious benefit of cost recovery. This type of in-
stitutional design may also increase competition by
encouraging alternative providers to enter the exten-
sion market. Moreover, the fee payment increases the
accountability of service providers to farmers. An inno-
vative approach in Nicaragua that introduced paid ex-
tension services significantly improved cost-effective-
ness and led to a more responsive service. Even poor
farmers purchased extension services.81

The separation of funding from execution can also
take the form of private provision with public funding.
The main advantage of this separation is to stimulate
competition among private sector providers to improve
efficiency and service quality. Contracting private pro-
viders in specific functions of extension has proved a
successful reform strategy in countries ranging from Es-
tonia to Madagascar. In Nicaragua the government has
financed extension services by issuing to farmers vouch-
ers for extension services that could be redeemed with
either private or publicly provided extension.82

Deregulation of input markets. Institutional obstacles
often restrict the delivery of new technology. Although
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In Gujarat, India, a seven-year-old NGO, SRISTI, has pio-
neered a pathbreaking way for poor farmers to tap into the
innovations of their compatriots in the 5,500 villages scat-
tered across the state. Volunteer workers armed with lap-
top computers travel from village to village searching for
low-cost innovations that can improve the earning power
or quality of life for poor villagers. Innovations covered in
the SRISTI database include an eminently affordable (less
than $10) shoulder-carried pump that can be used to spray
the small fields that most poor farmers cultivate and a
small stopper that, when attached to rope-and-pulley sys-
tems in wells, allows women to rest during the fatiguing
process of drawing water. These innovations are cata-
logued in a database and then circulated through a quar-
terly newsletter. Work is under way to disseminate the
database on-line, with villagers retrieving information
through kiosks. To improve access for the illiterate, the
kiosks can provide data through a voice interface. By di-
rectly addressing the informational constraint faced by dis-
persed rural communities, SRISTI has a tangible impact on
easing the burden of poverty for its constituents.

Source: Slater 2000.

Box 2.10

Creating an information-sharing network 

for the poor: SRISTI in India

During the 1970s the productivity of Argentine dairy farm-
ing was seriously hampered by poor cattle nutrition and
poor farm hygiene. Faced with unstable supply and qual-
ity problems, the two largest dairy processors—Santa
Fe–Cordoba United Cooperatives (SANCOR) and La Sere-
nisima—established extension services for their suppliers.
SANCOR’s program included financing for agronomist
technical assistance, farm visits, artificial insemination ser-
vices, and accelerated heifer-rearing programs. By 1990,
120 farmers’ groups were participating in the program,
and each group had assumed responsibility for the cost of
technical assistance. La Serenisima created 25 extension
branch offices, each of which provided technical assis-
tance to groups of up to 25 medium-to-large-scale farm-
ers. La Serenisima’s program also made extensive use of
press and broadcasting media to inform farmers of live-
stock management techniques.

The results of these private extension efforts were ex-
tremely positive. Although the number of dairy farms sup-
plying SANCOR decreased by 24 percent, milk production
increased by 15 percent between 1976 and 1985. Milk
production for La Serenisima jumped by almost 50 per-
cent despite a 6 percent decrease in dairy farm areas of
suppliers.

Source: Umali-Deininger 1997; World Bank 1989a.

Box 2.11

Private sector extension services in Argentina



most industrial countries have liberalized agricultural
technology markets, governments in developing coun-
tries tend to overregulate the transfer of agricultural
technologies. This is particularly the case in seed mar-
kets, but it also applies in markets for machinery, fer-
tilizers, low-risk pesticides, and feed mix.83 Overregu-
lation is of special concern in developing countries,
since it creates opportunities for corruption in less
transparent environments and may hinder innovation.

Several types of barriers are applied. First, many de-
veloping countries restrict competition, by limiting chan-
nels for the introduction of inputs to parastatal monopo-
lies or by controlling market entry. Second, governments
have introduced complex systems for testing, approval,
and release of new varieties. In particular, compulsory
registration and certification of seed varieties, often de-
signed on the basis of public seed-breeding programs, are
unsuited to testing seeds from private plant-breeding pro-
grams.84 Finally, key channels for technology transfer,
such as trade, technology licensing, and foreign direct in-
vestment, are often restricted in developing countries. 

Removal of various regulatory barriers and introduc-
tion of more flexible standards encourages greater pri-
vate sector participation in both research and distribu-
tion. A powerful illustration of these effects took place
in Turkey during the 1980s, when deregulation of the
government seed production and sales monopoly (sup-
ported by the World Bank) significantly increased
introduction of new seed technologies. As a result the
returns to maize yields increased by 50 percent and
income per hectare rose by $153—equivalent to an an-
nual net economic gain of $79 million.85 Similar exam-
ples exist in the deregulation of agricultural machinery
markets in Bangladesh, seed markets in Peru, and agri-
cultural input markets in Zimbabwe.86

Besides reducing import and entry barriers to agri-
cultural technologies, competition and information
flows are stimulated by (a) introducing voluntary seed
certification systems, supported by incentives for certi-
fication and enforcing strict disclosure laws for infor-
mation on seeds and other agricultural inputs; (b) in-
troducing voluntary seed varietal registration or, as 
an interim measure, introducing automatic registra-
tion for seeds approved in selected other countries; and
(c) maintaining only those regulations that address gen-
uine public health and environmental externality con-
cerns, but not on the grounds of protecting farmers
from potential misinformation.

Developing new technologies for agriculture 
in developing countries
Research to develop agricultural products presents fun-
damental institutional challenges. First, it is often long-
term and risky and can require significant human re-
source capacity. Also, agricultural technologies often
have public goods characteristics and generate externali-
ties. Third, there is a tension between economies of scale
in research and development (R&D) and the need for
location-specific technologies. The existence of econ-
omies of scale in R&D suggests that research activities
should be concentrated. But many agricultural products
must be tailored to local conditions, such as climatic
and soil conditions—a fact that suggests a need for frag-
mentation in research. For example, frost-resistant
wheat developed for Canadian farmers is of little value
to farmers in Sudan. This effect is compounded by the
information gaps between researchers and users, which
suggests that research institutes need to have effective
communication with end users, often through physical
proximity.

In developing countries, the demand for location-
specific technologies may be too small to attract private
sector investment, as evidenced by the lower levels of
such investment (both absolute and relative to gross do-
mestic product) in developing countries (figure 2.5).87

Similarly, patterns of research expenditure indicate that
most private R&D on agricultural seed focuses on de-
velopment products with longer shelf life, herbicide
resistance, and greater suitability for mass production
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techniques. In contrast, developing country priorities
are often greater nutritional content and robustness.88

With some exceptions, notably in research for export
crops, the private sector invests little in adapting tech-
nologies to local conditions or refining agricultural re-
source management techniques in developing countries.
These are areas of high social returns.89

Location-specific technologies for developing coun-
tries are more likely to require public intervention and
local research or adaptation. Three main institutions af-
fect innovation in agriculture: intellectual property
rights, agricultural research institutions, and competi-
tive grants and negotiated contracts.90

Intellectual property rights and private sector research.
Intellectual property rights (IPRs) protect the rents
from innovation by regulating replication. R&D costs
of developing some agricultural technologies are high
compared with technologies in some other industries.
For example, it is estimated that new plant protection
chemicals cost more than $150 million to develop.91

Also, private firms are less able to appropriate the re-
turns from agricultural technologies than from those in
many other industries. In agriculture, products can be
readily imitated through reverse engineering, or seeds
can be bred and resold. 

Yet much of the empirical evidence on the benefits of
IPRs is inconclusive (see chapter 7 and World Develop-
ment Report 1998/1999). Critics note that numerous
agricultural inventions were made without the protec-
tion of IPRs, even for private goods. Also, the protection
conferred by IPRs is highly limited for some technolo-
gies—it would be difficult for a technology producer to
enforce IPRs against a heterogeneous group of small
farmers who save and replant seeds for their own use.
Because of this, private sector investment has concen-
trated more on seeds with built-in protection for intel-
lectual property. Examples include genetically trans-
formed seeds that will not germinate after the first crop
and hybrid seed technology that increases yields and re-
sistance by combining varieties so that the seeds do not
breed true and subsequent crops do not perform as well. 

The lack of empirical evidence on the benefits of
IPRs and the problems with their enforcement raise
questions about whether IPRs create value. A more se-
rious concern is that IPRs may impose substantial costs 
on developing countries. IPRs balance the need to cre-
ate incentives for innovation with the need to ensure
fair access to new technologies. If IPRs are excessively

strong, they can reduce access to agricultural inventions
by increasing prices, as documented by various studies,
and can potentially enable restrictive business prac-
tices.92 In this scenario, poorer farmers in developing
countries will not have access to wealth-enhancing
opportunities because they will be unable to afford 
new technologies. Furthermore, technology develop-
ment could be hindered when new products are depen-
dent on many other IPRs, raising the costs of innova-
tion. The genetically modified “golden rice,” which has 
the potential to alleviate vitamin A deficiency, a major
cause of blindness and immune dysfunction in poorer
countries, is reported to be developed with technol-
ogies protected by up to 70 patents from 31 different
organizations. 

Two main strategies can help ensure that IPRs main-
tain incentives for innovation but do not restrict access
to new agricultural technologies in developing coun-
tries. The first strategy concerns the type of IPR system
that is implemented. Under the 1994 Trade-Related
Aspects of Intellectual Property Rights Agreement
(TRIPS), which sets minimum standards for IPRs in
member countries of the World Trade Organization,
two types of plant variety protection systems are per-
mitted—patent protection, or a sui generis system (mean-
ing a design unique to the context).93

The difference between these two options is vast.
Under a sui generis system, farmers can replant seeds
saved from a previous crop, but under a patent system
they are generally prohibited from doing that. Simi-
larly, a sui generis system allows breeders to use seeds
freely as they research new plant varieties; a patent usu-
ally forbids such use. By choosing the option of a sui
generis system over patents, therefore, countries can
help to maximize farmer and breeder access to new
plant varieties. Argentina, Chile, and Uruguay are ex-
amples of countries that have already successfully im-
plemented sui generis systems with clauses to help pro-
tect farmers’ access to plant varieties.

The second strategy being followed is to build the
capacity to manage intellectual property. This approach
is also relevant for public research institutes in indus-
trial countries, where intellectual property has required
these institutions to invest in resources, appropriate
policies, and systems to manage it. In developing coun-
tries, managing intellectual property includes seeking
partnerships and development assistance from private
technology producers. 
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Some successful examples of capacity building exist.
The Kenyan Agriculture Research Institute (KARI) and
Monsanto established a partnership to develop virus-
resistant sweet potatoes, with Monsanto providing
royalty-free licensing of intellectual property, direct
funding, basic research components, and technical as-
sistance for KARI to develop and test the product in
preparation for its release in 2002.94 In Mexico a multi-
national corporation contracted to sell intellectual
property to large-scale farmers in the lowlands but do-
nated the technology to small, poor farmers in the high-
lands. In both cases, the private firms enhanced their
public relations image at little opportunity cost, since
neither Kenyan nor highland Mexican farmers would
have purchased the technologies without the donation. 

The potential of these arrangements is limited, how-
ever, because they apply almost exclusively to segments
of markets, such as marginal farming areas or markets
in small and poor countries, that would not support a
private sector return. The arrangements also require sig-
nificant negotiating power and are highly unlikely to
be sustained if farmers develop the capacity to pay for
technologies. 

Public research institutions. Agricultural technology
markets in developing countries often cannot support
private sector returns, even with IPRs, and there are
public goods and externality effects. So some level of
public sector involvement is required. One such form
of involvement is public agricultural research institutes.
Currently, national agricultural research institutes
(NARIs) account for a large share of agricultural re-
search activity in almost every country and yield high
returns on investment (see figure 2.5). 

Despite this record, public research institutes are
under pressure to reform. They have been criticized for
stifling competition by crowding out efforts of the com-
mercial sector. Furthermore, two types of information
asymmetries—those among public research institutes
themselves and between the institute and the farmer—
have caused waste. One study revealed that 40 percent
of African wheat-breeding programs would have gener-
ated higher returns by screening and adapting foreign
wheat varieties rather than by locally breeding new va-
rieties. Open information sharing could help build bet-
ter institutions. Public research institutions have also
faced widespread criticism for lacking information on
farmer needs and the incentives to respond to those
needs.95 

These pressures for institutional reform are rein-
forced by a global slowdown in rates of public agricul-
tural research investment over the last two decades.96

Some NARIs have faced drastic cuts; in Russia, for
example, funding for some agricultural research insti-
tutes plummeted by more than 50 percent during the
1990s.97

Two strategies have proved effective in addressing
the competition and informational problems facing
many public research institutions. These are to clarify
the public research mandate, and to introduce mecha-
nisms for information sharing among stakeholders in
research. 

Under the first strategy, specific priorities and re-
sponsibilities for the public sector, based upon public
goods and externalities issues, are identified. Key areas
for public sector research include plant breeding for
crops and environments that are overlooked by the pri-
vate sector but that will generate social returns, and pub-
lic research where the primary products are information
and advice, such as resource management techniques
and prebreeding products.98 Malaysia, Zimbabwe, and
the Maghreb countries are all examples where NARIs
are refocusing on smallholders rather than commercial
market needs for these reasons.99 By contrast, refocus-
ing on commercial markets in China weakened public
agricultural research output and productivity.100

The second strategy is to build more effective insti-
tutions through open information sharing. Several in-
stitutional changes can help address information gaps
between technology developers and farmers. For exam-
ple, farmer representation on governance committees
can help to ensure that information on farmer needs is
incorporated in research. Successful examples exist in
Mali and Zimbabwe. Another approach involves farm-
ers in testing and adapting new products. This helps to
refine technologies that meet user needs and can also
increase awareness and therefore dissemination of new
technologies. For example, farmer testing was a factor
in the rapid adoption of the West African Rice Devel-
opment Association’s drought-resistant rice varieties in
Guinea.101

Strengthening the links between extension and re-
search services is another way to improve informa-
tion flows to researchers about farmers’ needs and to
farmers about new technologies (box 2.12). Research-
extension links have, however, had a mixed record of
success. In China a pilot scheme to establish research-
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extension centers enhanced information sharing be-
tween researchers and farmers. By contrast, a 1997 eval-
uation of research-extension links in Bangladesh found
no change in the responsiveness of researchers to user
needs.102 More successful ventures have provided re-
search and extension staffs with incentives to work to-
gether to solve farmers’ problems.103

User financing for public research can also help to
improve information flows between farmers and re-
searchers. User contributions reinforce the implicit con-
tract between public researchers and users, which en-
courages greater participation in research by farmers, 
as well as a more client-oriented approach by research-
ers. This strategy also allows diversification of funding
sources. 

Another fundamental reform is to make NARIs
more autonomous, removing them from direct govern-
ment control and placing them under new autonomous
legal frameworks, with an independent governance
structure and more administrative flexibility. Creating
autonomous agencies can help to improve information
flows by facilitating greater stakeholder participation,
both in management decisionmaking and in funding
of agricultural research. Autonomous NARIs in some
Latin American countries have evolved to resemble pri-
vate corporations more than government agencies.104

In practice, however, autonomy rarely achieves the flex-
ibility and stakeholder representation it aims for, largely
because of political pressure and flawed implementa-
tion (chapter 5). 105

Finally, sharing information on existing technologies
among NARIs generates ideas and improves institu-
tional quality. Public research institutions should focus
more on adapting existing foreign technologies to local
conditions rather than duplicating existing technologies,
as in the wheat-breeding example mentioned above.106

Promising developments in this direction are the recent
initiatives to establish consortiums and contracting ar-
rangements between NARIs and international research
agencies, such as the Consultative Group on Interna-
tional Agricultural Research (CGIAR) (box 2.13).

These cooperative arrangements are especially needed
for technology development for countries without the
human, physical, and financial capacity for research.
Through information sharing, research capacity is lever-
aged rather than built. Spillovers from international re-
search in those agricultural technologies that are global
public goods have been shown to benefit both develop-
ing and industrial countries. One study estimated that
returns from planting or adapting CGIAR wheat vari-
eties are worth more than $3 billion for the United
States alone.107

 

Historically, different government ministries in Ghana
were responsible for agricultural research and extension
services. In the late 1990s efforts began to strengthen
these linkages. Liaison committees composed of research
and extension workers were established in each major
agroecological zone. Each committee was charged with
producing joint plans for research and extension activities
and for conducting joint training sessions, field visits, and
on-farm trials. Already, evaluations show that these orga-
nizational links have led to more collaboration and informa-
tion sharing between research and extension, although at
a cost of time-consuming meetings and with problems of
low monitoring capacity.

Source: World Bank 2000a.

Box 2.12

Increasing information flows between farmers

and researchers in Ghana

The Consultative Group on International Agricultural Re-
search (CGIAR) exemplifies an institutional mechanism for
encouraging international spillovers. The system was es-
tablished in 1971 under the leadership of the World Bank
in response to widespread concern about food security.
The 16 research centers of the CGIAR are trustees of more
than 600,000 samples of genetic resources—the largest
collection in the world. By enabling free public and private
access to these resources, the CGIAR system helps en-
sure that the benefits from these genetic resources are
shared across the world. More than 50 percent of wheat
varieties and 30 percent of maize varieties released in de-
veloping countries are direct transfers from the CGIAR sys-
tem—and these figures have doubled over the last 20
years as a result of CGIAR efforts. The influence of CGIAR
is even greater when local adaptations of technologies
originating from the CGIAR system are considered. Ap-
proximately 30 percent of new rice, wheat, and maize va-
rieties released in developing countries are adapted to
local conditions from CGIAR parent varieties. Partnerships
with national agricultural research institutes are also prov-
ing fruitful: research collaboration between CIMMYT, a
CGIAR center, and South Africa resulted in maize varieties
for poor farmers with 30 to 50 percent higher yields.

Source: Byerlee and Traxler 2001; CGIAR 2001.

Box 2.13

International spillovers and the CGIAR



Competitive grant funds and contracting . Just as the
separation of public funding from public provision
offers benefits by enhancing competition in agricul-
tural extension, so it does in agricultural research—
competition helps build better institutions.108 Compet-
itive grant funds (CGFs) achieve this competition in
research by separating the execution of technology
development from the funding and determination of
research priorities. Allocation of funds to research
providers is made on a competitive basis by requesting
and reviewing research proposals. 

In most developing countries CGFs are relatively
new, but they are becoming increasingly popular as a
means of allocating public funds. This is particularly 
so in Latin America, where the availability of research
suppliers has enabled substantial increases in funds
channeled through competitive grant processes. In the
United States, where CGFs have operated for decades,
one-sixth of public funding for agricultural research is
distributed through competitive grants.109

A central advantage of CGFs is that they stimulate
competition in innovative activity. Competitive grants
allow allocation of resources to the most efficient tech-
nology developers and encourage higher-quality re-
search through competition within the private and
public sectors. Furthermore, CGFs can be structured
to foster open information sharing. For example, re-
quiring joint proposals from providers encourages
economies of scale and scope in innovative activity.
Adopting demand-driven agendas that require benefi-
ciaries to participate in the design of funded projects
increases the relevance of research, as in the case of the
Association for Strengthening Agricultural Research in
East and Central Africa. Adoption of new technologies
can be accelerated by financing joint research and ex-
tension projects, as has occurred in Latin America. Fi-
nally, CGFs may also encourage more stability in fund-
ing by pooling resources from different government
departments or industry sources. That is the case in
Australia, where multiple government departments and
farmers’ associations contribute to CGFs.

Experience has shown three main lessons regarding
the use of CGFs. First, CGFs should complement,
rather than replace, core funding through regular block
grants. It is difficult to meet long-term core research
needs of many agricultural technologies through CGFs,
which, in order to promote competition, are short term
in nature (usually three years).110 Even for long-term
core research needs, however, efficiency gains can be re-

alized by shifting block grants away from government
research institutes to negotiated long-term contracts be-
tween public funding institutions and private and pub-
lic researchers. Although this strategy is still relatively
uncommon in practice, Australia and Senegal are ex-
amples of countries that are experimenting with such
negotiated contracts.111

Second, where there are relatively few research pro-
viders—as is often the case in small and poor countries—
the potential benefits from introducing competition
through CGFs are obviously limited. CGFs entail sig-
nificant fixed administrative costs, reaching up to 20
percent of funds in smaller countries. Objective peer
review of grant applications also becomes difficult 
in countries with small numbers of researchers. Ap-
proximately 40 developing countries employ fewer
than 25 researchers, and 95 employ fewer than 200 re-
searchers.112 To overcome these challenges, some coun-
tries are beginning to experiment with regional CGFs,
such as FONTAGRO in Latin America, which was es-
tablished to encourage greater competition and more
innovative and higher-quality research, facilitate open
exchange of information and technology, and build re-
search capacity in the region. A similar example exists
in East and Central Africa, and there are plans to estab-
lish a CGF for West and Central Africa. 

Finally, experience has shown that CGFs are better
able to reduce information gaps between farmers and
researchers and meet user needs if they have an inde-
pendent governance body that is representative of
stakeholders, including public sector, scientific, and
farmers’ representatives. Although direct representation
of a heterogeneous group of smallholder farmers on
CGF selection boards is difficult, intermediary organi-
zations may help to substitute for farmer participation.
For example, to promote demand-driven research, the
agricultural research center VBKVK in Udaipur, India,
requires NGOs that work closely with farmers to
participate on the selection boards of CGFs. 

Conclusions

Farmers in developing countries can benefit from insti-
tutional change that allows them to undertake high-
return activities and investments. With the majority of
the world’s poor living in rural areas and directly or in-
directly deriving their incomes from agriculture, such
productivity increases can translate into a reduction in
poverty for many. Agriculture is still an important eco-
nomic sector in many of the world’s poorest countries,
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and a more productive farming sector would also boost
overall growth.

The sections in this chapter have outlined a range of
institutional options to improve productivity—analyz-
ing those reforms that do not work, as well as those that
do. Access to markets, local or global, is an important
factor affecting demand for market-supporting institu-
tions and the forces for further change in domestic mar-
kets. The benefits from many institutional forms rela-
tive to the costs increase when demand for agricultural
products rises. For example, the relative costs of collec-
tive action by private farmers should decline as the op-
portunities for gain increase. Marketing institutions
such as agricultural cooperatives or standards arise in re-
sponse to such potential gains. Policymakers have a role
in connecting markets, but also in facilitating informa-
tion sharing on initiatives in other countries. The need
to replace existing informal agricultural institutions with
more formal alternatives depends on the demand for
them and on the existence of supporting institutions. 

When building institutions, it is critical to keep in
mind how institutions can complement each other.
Formal land titles are more likely to yield benefits in

terms of greater investment if there are also credit in-
stitutions, formal registries, and courts to enforce titles
efficiently. But credit for poor farmers is affected by
their ability to use their assets as collateral as well as by
the overall growth of the financial sector. Demand for
credit, demand for marketing institutions, and demand
for formal titles are also linked to access to new tech-
nology and the opportunities it provides for income-
increasing investments. A mix of public and private ini-
tiatives will be needed to meet the needs of developing
countries in terms of diffusion of existing technologies
and development of new ones. Taking advantage of the
flexibility inherent in TRIPS is also important for de-
veloping countries. 

Before concentrating efforts on a particular institu-
tion, policymakers need to think about the most im-
portant constraints for a given context. Often, initial
efforts can lead to the buildup of pressures for further
change—if the right constraints are identified. As coun-
tries and communities grow and change, the types of
institutions that work change. Encouraging and being
receptive to innovative designs, particularly in poor
areas, is essential. 
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Corporations exist to economize the costs of buying
and selling everything under the sun.

—Ronald Coase, 1937

In firms, entrepreneurs match their ideas and ability
with the resources provided by investors. Through-
out history entrepreneurs have found that their

ability to pursue investment projects has been hindered
by the inevitable time gap between when they gather
resources and when they can make payment. Investors—
be they workers, suppliers, or financiers—are cautious
about committing their resources to the control of an
entrepreneur in exchange for a promise or contract. 

For the investor, there are two distinct risks. One is
the squandering of resources by the entrepreneur; the
other is the confiscation of goods by a political power.
This chapter focuses on the governance of firms, which
is largely a matter of the allocation and exercise of con-
trol over resources within firms. A variety of private and
public institutions make promises and contracts credi-
ble by improving information inflows, defining rights
and enforcing them, and affecting competition. These
institutions are essential for the mobilization and effi-
cient allocation of resources through firms.

Corporate governance institutions are defined in
this Report as the organizations and rules that affect ex-
pectations about the exercise of control of resources in
firms. Well-functioning governance institutions allow
entrepreneurs to invest resources and create value that
is shared among the investors in a firm, the managers,
and employees, as well as with the entrepreneur/man-
ager. These institutions therefore determine the ex-
pected returns to committing resources in firms. Where
governance institutions are weak, the emergence and
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Governance of Firms

growth of firms are discouraged. Governance institu-
tions include traditional corporate governance mecha-
nisms, such as the board of directors and corporate and
bankruptcy laws (chapter 6); product market institu-
tions such as regulators responsible for competition
(chapter 7); labor market institutions (discussed in
World Development Report 1995: Workers in an Inte-
grating World); capital market institutions, such as fi-
nancial intermediaries (chapter 4); and the judiciary
(chapter 6). 

Historically, two broad institutional approaches
have been used to assure investors that their resources
will be put to good use in firms: a private and some-
times informal approach, and a legal governance ap-
proach. Both approaches facilitate information flows
and create incentives for investors to focus on firm
efficiency and to monitor insiders. They aim to give re-
source providers the power to intervene without incur-
ring heavy transaction costs when entrepreneurs and
managers abuse their control. 

For an example of the private and informal gover-
nance approach, consider the situation in the 12th cen-
tury, when many governments were weak in much 
of the world. At the time one of the most promising
investment opportunities involved expanding from
trade within local communities to long-distance trade
across communities. In the traditional approach en-
trepreneurs reduced trading risks by relying on self-
finance and on family or community members. Private
institutions relied on reputational penalties to enforce
contracts (chapters 1 and 9). This approach facilitated
market development by permitting entrepreneurs to
move from a situation of very limited exchange to a sit-
uation of some (and occasionally considerable) trade. 
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The legal governance approach developed the typi-
cal firms that emerged from the Industrial Revolution.
These firms in later history differed from their prede-
cessors in scale and scope. The standard relationship
among firms was hierarchical to ensure coordinated
production and marketing. In the 19th and 20th cen-
turies, more formal governance institutions, such as ex-
plicit contracts and laws to protect investors, allowed
firms to exploit opportunities created by the Industrial
Revolution. The development of constitutional and
legal systems designed to check arbitrary behavior of
public and private agents strengthened property rights.
These institutions spurred market development, eco-
nomic growth, and poverty reduction.

The advantage of the legal governance approach 
is that it can expand wealth-creating opportunities,
making it possible to assemble the significant resources
needed for large enterprises and facilitating entry into
markets. Identification with a network is not required
to pursue opportunities. New entrants do not need to
have social connections or large amounts of initial
wealth to start a business. This approach relies far more
heavily on a state that imposes legal sanctions and en-
forces contracts. By enabling productivity-enhancing
investments, these legal institutions can promote growth
and poverty reduction.

A recent study that examined the efficiency of re-
source allocation by firms shows that not all firms have
effective governance. For 65 nonsocialist countries be-
tween 1963 and 1996, and for large and small firms
with both state and private ownership, the study esti-
mated the average sensitivity of industry investment to
industry value added in the manufacturing sector.1 A
high degree of sensitivity would reveal two forces at
work. Firms and industries where investment projects
yield strong returns as measured by value added would
be able to attract added resources, and these industries
would expand. By contrast, where past investment proj-
ects are now yielding declining returns, as measured by
value added, investment would decline and industries
would contract. 

The findings indicate that in lower-income coun-
tries the degree of sensitivity is low, so that investment
is much less likely to be affected by changes in value-
added (figure 3.1). In Germany, Japan, and the United
States the sensitivity of investment to value added is
twice as great as in Mexico, three times that of Ma-
laysia, and more than six times that of Bangladesh,
India, and Kenya. This compounds the problem for

poorer countries because such investments are critical
for higher growth and poverty reduction. Resources are
slow to flow to industries that experience increases in
their ability to create value and remain for long periods
of time in industries where there has been a reduction
in the value created. They “underinvest” in growing in-
dustries and “overinvest” in declining industries. 

Corporate governance institutions, including insti-
tutions that provide legal protection for investors, insti-
tutions that produce information for investors, and
ownership structure of firms, are highly correlated with
these measures of the efficiency of investment. After ac-
counting for other factors, the same study finds that an
increase in any of these variables increases the sensitiv-
ity of resource allocation to changes in value added. For
example, better legal protections for investors are highly
associated with a greater willingness to curtail new in-
vestment flows to industries that experience declines in
value added. For a country like Bangladesh, this sensi-
tivity would double for an increase of one standard
deviation in any of the institutional variables. This
suggests the importance of better firm governance for
growth and poverty reduction. 

A range of other factors plays a role in creating these
differences in the efficiency of investment. The abil-
ity of firms to exploit opportunities in some growing
industries is limited by differences in macroeconomic
conditions, demand conditions, entry restrictions (see

     

 

1.4

1.0

1.2

0.8

0.4

0.6

0
< 5,000 5,001–15,000

Per capita GDP (1996) in US dollars

Sensitivity of Investment to value added (1963–96)

15,001–25,000 250,001 +

0.2

Source: Wurgler 2000.

Figure 3.1

Flows of new investment are insensitive to

value added in developing countries



chapter 7), and the supply of critical inputs into pro-
ductive industries. Without denying the importance of
such factors, the focus here is on the role of governance
institutions for firms. 

Formal governance institutions offer long-term ben-
efits. Such institutions increase opportunity for firms
by promoting investment in high value added activi-
ties. By promoting the growth of firms and employ-
ment within firms, these institutions can increase
economic growth and reduce poverty. Yet the develop-
ment of laws, internal governance institutions, well-
developed financial and information intermediaries,
and effective regulators often faces large obstacles. The
effectiveness of these governance institutions depends
on the existence of complementary institutions and on
capacity. Thus, in poor countries, where there are few
limits on arbitrary state actions, weak enforcement of
contracts, and poor provision of information, private
institutions rather than legal governance institutions
are likely to dominate. 

Policies that help build political support for legal re-
forms and create demand for new institutions, such as
openness in trade and open information sharing among
the different parties affected by reforms, are as impor-
tant as the specifics of individual reforms. Competition
can also increase the efficiency of such private mecha-
nisms and promote institution building. And develop-
ing country policymakers will need to be open to inno-
vative approaches by private agents to ensure effective
governance. 

The chapter begins by looking at the types of firms
that exist around the world. It then discusses the pres-
ence and effectiveness of private governance institu-
tions, which include ownership concentration, business
groups, and business associations, and goes on to iden-
tify corporate governance institutions based on formal
legal systems, such as boards of directors and corporate
and bankruptcy laws. The chapter does not discuss gov-
ernance of state-owned firms, which was addressed 
in World Development Report 1997: The State in a
Changing World and other recent World Bank publica-
tions. Issues concerning infrastructure firms are dis-
cussed in chapter 8.

What firms around the world look like

The vast majority of enterprises are small in most coun-
tries, regardless of their geography or level of develop-
ment. The importance of small formal sector firms in
selected countries is highlighted in table 3.1. Even in

the transition countries, known for their large firms,
most firms are small. If informal sector firms were in-
cluded, the numbers would be even larger. 

In small firms, particularly sole proprietorships that
rely on internally supplied resources, governance issues
are much simpler than in large firms. A study of 54 in-
dustrial and developing countries finds that in devel-
oping countries, the growth of small and medium-size
enterprises is constrained by institutional factors.2 For
smaller firms which have the potential to grow, the will-
ingness and ability to mobilize resources within firms
is affected by the presence of an arbitrary or predatory
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Table 3.1

Share of small formal sector firms in selected

economies, selected years 

Percentage

Number Total

Economy Year of firms Employment output

Australia* 1991 92.0 35.7 23.1
Austria 1990 75.5 20.2 14.6
Belgium 1991 97.2 38.4 50.3
Bulgaria 1997 97.5 18.9 21.8
China* 1991 58.9 6.0 5.2
Colombia* 1993 93.4 40.5 27.4
Croatia 1995 96.9 26.7 34.9
Denmark 1991 98.3 55.4 46.5
France 1990 98.6 46.7 39.0
Georgia 1997 82.0 26.0 42.0
Hong Kong, China 1993 97.8 58.4 53.8
Hungary 1996 98.8 53.1 46.5
India* 1992 76.2 17.3 13.4
Indonesia* 1995 98.7 73.2 28.4
Israel* 1992 93.9 39.4 —
Italy 1989 99.2 63.4 53.9
Japan 1991 98.1 66.5 —
Jordan 1991 93.7 21.5 —
Kazakhstan 1996 87.6 23.9 25.9
Korea, Rep. 1995 98.5 55.3 25.2
Latvia 1996 98.3 41.1 39.8
Lithuania 1996 98.0 43.1 41.8
Netherlands 1990 96.7 49.7 46.5
Norway 1990 81.5 54.8 50.5
Portugal 1991 99.0 48.7 43.7
Romania 1997 97.4 19.5 40.1
Spain 1991 99.4 67.5 —
Sweden 1991 97.6 39.5 41.4
Switzerland 1991 97.5 39.5 —
Turkey* 1992 86.7 28.3 25.7
United Kingdom 1991 98.5 42.1 19.5
*Refers to firms in manufacturing industries only.

— Not available.

Note: Small firms are defined as registered firms with fewer than
50 employees.

Source: World Bank Small and Medium Enterprise Database.



state (for example, firms may start small and remain
small to avoid taxation or harassment by the state). The
institutions that can help provide checks on the author-
ity of the state are discussed in chapter 5. 

Resource mobilization is also affected by the absence
of a strong legal system that supports markets, such as
a court that ensures that debts are repaid (chapter 6).
For smaller firms, private governance institutions play
a more important role than formal corporate gover-
nance mechanisms in allocating control rights or claims
within the firm. Other institutions that may facilitate
entry and growth of firms relate to competition and
regulation, discussed in chapters 6 and 7. 

Despite the preponderance of small firms, large en-
terprises can account for significant fractions of em-
ployment and national output (see table 3.1). While
the small firm sector includes a large number of firms
with widespread entry and exit, large and established
firms are more stable across economies. For instance,
one study finds that growth in the size of firms ac-
counts for over two-thirds of all industry growth.3

Much of this chapter is concerned with large firms and
those smaller firms that have the potential to grow. It
is in these firms that concerns about diversion of re-
sources by insiders and the state are most important.

The vast majority of enterprises are also not publicly
traded. Publicly listed firms constitute 0.16 percent of
all registered firms in developing countries and 0.55
percent in industrial countries, according to a sample
of 37 countries around the world.4 However, publicly
traded firms are still important, as they may account
for a significant share of the economy. For example,
publicly listed firms account for around 40 percent of
value added in the United Kingdom, and for 25 per-
cent of value added in Japan. In developing countries
such as Poland and Thailand, publicly traded firms ac-
count for 7 and 9 percent of value added, respectively.
Although the number of these large firms and of pub-
licly listed firms is small compared with the number of
firms, the economic importance of these firms in the
economy can be substantial. Because of their size, their
performance can also have significant political and so-
cial consequences. 

Many of the differences in the size of firms depend
on the nature of demand and supply of goods and ser-
vices, as well as differences in government policies such
as taxation. Some of these differences, however, arise
from differences in the effectiveness of private and for-
mal governance institutions for firms. 

Private governance institutions for firms

There are three main kinds of governance institutions
that are not formal laws: ownership structures, business
groups, and associations. These three institutions affect
the amount of information available to all parties in-
volved with a firm, contract enforcement, and account-
ability of entrepreneurs and managers to those who in-
vest in the firms. 

The amount of information available to all parties
involved with a firm influences how investment proj-
ects are financed. In the absence of full information
about the firms and those who control them, investors
demand higher returns. Information problems mean it
is relatively cheaper for firms to use internally gener-
ated capital first, then trade credit, then debt finance
(where limited control is given up in exchange for fi-
nance), and, last, equity finance (where control rights
over the firm are exchanged for finance). Two types of
investors usually have an informational advantage com-
pared with others. Investors who by the nature of their
transactions with the firm have a better idea of the
prospects of the firm, such as suppliers to and buyers
from firms, can ensure that entrepreneurs or managers
adhere to their commitments. Large investors also have
advantages because their large stake in the company
gives them voice so that they do not need to rely on
elaborate legal protections. 

In smaller firms, with concentrated (or sole) owner-
ship, the principal governance issues concern the im-
plicit or explicit contracts that the owners have with
traders and suppliers, with employees with firm-
specific skills, and with banks and other financial in-
stitutions. Suppliers and buyers extend credit to their
business partners. The provision of trade credit embod-
ies implicit contracts; purchasers expect the debtor firm
to produce the goods at a certain price, quality, and
quantity.5 Evidence from a sample of 40 industrial and
developing countries indicates that there is less reliance
on trade credit and more reliance on other forms of
credit when the country’s legal system is well developed.
This suggests that the comparative advantage of nonfi-
nancial firms in providing credit is likely to be smaller
when well-developed alternatives exist.6

As the size of firms increases, day-to-day control and
overall management are delegated to nonowners. The
division between owners and managers makes gover-
nance issues more complicated. Looking across time in
individual countries, there is a correlation between the
strength of institutions that support information flows
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and provide legal leverage to the nature of financiers,
and ownership structures. The United States today has
one of the strongest and most effective legal protections
for equity investors. In the 19th century, before these
institutions had developed, the financing and owner-
ship of firms differed dramatically from current pat-
terns. Before 1873, for example, the only investors that
owned simple equity were founders and sponsoring
banks. Bank representatives on corporate boards pro-
vided a low-cost monitoring system for the large equity
investors. Individual investors, aware of these concerns,
limited their involvement to holding corporate debt or
preferred stock that had debt-like features.7

How ownership concentration affects governance
In lower-income countries, firm ownership tends to be
highly concentrated. Large firms controlled by man-
agement and owned by a diverse group of small share-
holders are the exception rather than the rule.8 There
is a relationship between ownership structure and the
strength of legal institutions across countries, with con-
centrated ownership tending to substitute for weak legal
protections.9 Concentrated ownership gives investors
information and control and so ensures that their re-
sources are used in their interests. Concentrated owners
have the ability to halt the diversion of resources with-
out having to resort to courts. In high-income coun-
tries, with stronger legal protections, ownership is more
dispersed. But this is not uniformly the case. Countries
such as Germany and Sweden, which have strong legal
protections, nonetheless have concentrated ownership
structures, but there firms have more choice with re-
spect to governance and dispute resolution mechanisms
(chapter 6). 

The primary advantage of more concentrated own-
ership is that it motivates the shareholders to monitor
the managers of the firm and provides the owners with
leverage over the managers. But with concentrated own-
ership, governance problems may arise between differ-
ent categories of investors—such as minority and ma-
jority shareholders. Majority shareholders may act in
ways that reduce the share of gains going to minority
shareholders; they may pursue private benefits. 

Evidence suggests that concentrated ownership de-
livers greater benefits when those owners in control
have appropriate incentives and when owners outside
the firm have more leverage. A study of firms in East
Asian economies, for example, found that the market
placed a higher value on those firms whose controlling

shareholder had a larger equity stake.10 With larger eq-
uity stakes, the controlling shareholders’ wealth is more
directly linked to the performance of the firm. Cross-
country work also provides evidence that investors are
willing to pay more for assets when, besides a control-
ling shareholder, there are legal protections that grant
shareholders, regardless of their size, rights over the al-
location of resources and returns.11 Legal protections
complement concentrated ownership and enhance firms’
access to external finance. They enhance the firms’ abil-
ity to fund more promising investment projects. The po-
tential negative effects of concentrated ownership can
also be reduced by introducing competition in markets
(chapter 7) and by ensuring the exit of underperforming
firms (see the discussion below).

Ownership structures in privatization: lessons for cor-
porate governance. The spread of privatization programs
around the world has been propelled by the inefficiency
of state-owned firms and the resulting search for signif-
icant improvements in performance. But there have
been disappointments, particularly in the transition
economies. Squandering and diversion of resources by
political actors have often been replaced by squander-
ing and diversion of resources by private actors. This
has raised a new question about privatization: how to
ensure that it produces benefits. It has become clear
that competition and regulation are essential comple-
ments to successful privatization (chapters 7 and 8).
This section focuses on how differences in corporate
governance institutions also help to explain differences
in privatization outcomes.

Ownership structures chosen at the time of privati-
zation by political actors reflect economic and political
concerns. The two predominant approaches to privati-
zation are to use public share offerings, which are more
likely to result in wide share ownership, or asset sales,
which are usually associated with the sale of a majority
stake to a single investor or to a consortium. Voucher
privatization, used in some transition economies, like
public share offerings, introduces more widely held
firms than direct asset sales. 

In most countries, the choice of privatization method
has been linked to the strength of formal corporate gov-
ernance protections. Both the strength of legal protec-
tions for minority investors and the extent of checks and
balances on political actors—which enhances enforce-
ment of legal protections—have a significant impact on
the privatization route, according to a recent study of 49
industrial and developing countries.12 Countries with
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weaker legal protections have been more likely to use
asset sales. But even though the initial level of legal pro-
tections was low, several of the transition economies
used voucher privatizations as their primary form of sale.

In countries where initial institutional quality was
high, privatization has been associated with significant
improvements in institutional quality. A study finds
that privatization has had a significant impact on stock
market development around the world.13 The market
capitalization of privatized enterprises now exceeds
$2.5 trillion. Such enterprises are the largest compa-
nies in 17 of the 23 emerging markets in the study.
These firms are of sufficiently high profile and political
importance that they can lead the way in improving
corporate governance structures. Evidence of actual or
potential abuses of authority in such firms has been a
driving force behind legal reforms. 

The counterbalance to these positive developments
is the indication that in countries with weak institu-
tional quality at the initial stage, formal governance in-
stitutions have not developed and those that have de-
veloped have been difficult to sustain. For example, a
World Bank study of stock market development in tran-
sition economies shows that privatization policies that
relied on the development of formal corporate gover-
nance institutions for effectiveness, by compelling firms
to list on stock exchanges as part of the privatization
process, have not succeeded in developing markets.14 In
mass privatization countries—such as Bulgaria, Lithua-
nia, and the Former Yugoslav Republic of Macedonia—
many of the stocks were illiquid, and stock market reg-
ulators, to the extent they were available, could not
monitor adherence to listing standards. These problems
have resulted in significant delisting of shares, reports of
abuses of minority shareholders, and a subsequent con-
centration of control. Following an initial increase in the
number of listed firms, there has been a steady decline. 

More promising, from the perspective of long-term
trends in stock market development, have been initial
public offerings (IPOs) in countries such as Croatia,
Hungary, Poland, and Slovenia, which sold a smaller
number of stocks. Some hybrid countries used both
methods. A recent study finds that in transition econ-
omies the strongest performance improvements are as-
sociated with firms that have concentrated ownership
structures, particularly when the concentrated owner is
foreign.15 The study estimates that the impact on per-
formance is eight times greater for foreign ownership
than for widely held firms.

Recent experience in Latin America illustrates the
difficulty of relying on privatized firms to spur institu-
tional development. Initial sales of shares in companies
brought with them significant portfolio investments,
diversified ownership structures, and increased stock
market development. But the governance institutions
have not been sufficiently strong to maintain these
ownership structures, particularly in light of abuses by
controlling shareholders. In recent years ownership
structures have changed, with foreign companies as-
sembling controlling majority stakes. 

Business groups
Many business opportunities are exploited through
firms affiliated with business groups, which are a group
of companies that do business in different markets
under a common administrative or central control.16

Members of business groups may be small, medium-
size, or large firms, although large firms usually domi-
nate the groups. Equity holdings across companies and
common directors provide a coordinating mechanism
within groups, but ties among group members are also
made through family and social relations. 

Business groups exist across the world. The keiretsu
in Japan, chaebol in the Republic of Korea, grupos eco-
nomicos in Latin America, and business groups in
China and India are examples of ways to organize and
conduct business along different lines, outside and
around the formal market mechanisms. A study of 14
developing countries provides some systematic evi-
dence of the importance of group-affiliated firms.17

The findings for publicly listed firms on which finan-
cial information is available is displayed in figure 3.2.
The study finds that group-affiliated firms dominate
the business landscape, controlling on average more
than 52 percent of reported assets in 1990 and 59 per-
cent in 1997 in these countries. 

Business groups are central to the process of resource
allocation within firms in developing countries. De-
spite advances in financial and trade liberalization, the
dominance of group-based resource allocation has not
diminished over time. World Bank research provides
evidence of how economic power is concentrated in rel-
atively few hands through business groups. In Japan the
top 15 families control less than 3 percent of the GDP
value of listed corporate assets. The contrast with lower-
income countries in East Asia such as Indonesia, the
Philippines, and Thailand is striking. Here the top 15
families account for more than 50 percent of listed cor-
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porate assets and more than 20 percent of GDP in each
country.18

The creation of business groups can be viewed as a
private response to institutional weaknesses in markets.
For example, without strong financial and information
intermediaries, capital markets work poorly at pricing
risk and providing a source of capital for investment.
Group-affiliated firms, in principle, can create an in-
ternal capital market, financing new firms and cushion-
ing members during financial downturns. In the ab-
sence of functioning markets for corporate control,
group affiliation can also coordinate the replacement
of underperforming management teams. In countries
where active executive labor markets do not exist, in-
ternal labor markets within groups can match manage-
ment talent with assets.

On the negative side, where groups dominate busi-
ness, there may be little competition among those who
control resources, since information and control rest
with a few centrally located actors. If these people are
not skilled or well motivated, resource allocation will
suffer and they might extract funds for personal gain
from the firms they control. Group-affiliated firms are
often affiliated with banks and may be able to attract a
major share of enterprise financing to the exclusion of
outside enterprises. The interests of groups may also

conflict with the interests of social welfare. The eco-
nomic power of groups translates into political power,
and that power can be used to extract preferential treat-
ment from political agents or to block reforms. 

There is evidence to support both views of business
groups. If it is true that group affiliation is a response
to weaknesses in markets, it should be possible for
group firms to expand their scope of activity quite
broadly through diversification. Evidence from Chilean
and Indian firms suggests that diversified business
groups can deliver superior performance compared
with nonaffiliated businesses when the groups are large
enough. For example, firms associated with the most
diversified Indian business groups outperformed fo-
cused unaffiliated firms by 22 percent but outper-
formed firms in moderately diversified business groups
by 43 percent.19 Groups also appear to play an impor-
tant role in exploiting new business opportunities in
some settings. This is consistent with earlier evidence
from Japan, which showed the ability of group-affili-
ated firms to operate internal capital markets. The Toy-
ota automobile company started off as an offshoot of a
business group that was focused on creating machinery
for the textile industry. Recent studies of 14 countries
with significant business groups examined whether such
groups systematically filled in for gaps in capital markets
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Proportion of assets in publicly traded firms accounted for by group-affiliated firms

Source: Khanna and Rivkin 2001.
Note: This exhibit is derived from the data used and described in Khanna and Rivkin 2000. The authors used all available data in each reference
year, but financial information was not available for some listed companies.



and delivered superior performance. There was signifi-
cantly better financial performance in group-affiliated
firms in six of the countries, significantly worse in three,
and no significant effect in five countries.

There is also evidence that group affiliation can be
associated with negative outcomes, particularly when
groups are controlled by entrepreneurs with weak in-
centives or ability. In Russia and Kazakhstan a few
groups have been able to dominate many industries and
foreclose financing and business opportunities for other
entrepreneurs (box 3.1). In East Asian economies the
market has placed a lower value on firms where the
controlling shareholder had control through group
structure but lower equity stakes.20 Lower market value
in such group-affiliated firms implies higher cost of ac-
cess to external finance from non–group members. But
the continued existence of such structures implies that
the benefits of group membership to firm owners must
outweigh these costs.

The key policy question is how to increase the ben-
efits that business groups bring while lowering the
costs. Policies to open firms to domestic and interna-

tional competition are one obvious answer. Access to
export markets provides a greater incentive for group-
affiliated firms to focus on efficiency—which high-
lights the importance of institutions that improve prod-
uct market competition (chapter 7).

Experience also suggests that capital market open-
ness can reduce the potential costs imposed by business
groups while allowing firms to capture benefits from
membership. In India, for example, firms with foreign
institutional investors performed better than those
with domestic institutional investors. In Canada the
capital and labor market liberalization following the
passage of the North American Free Trade Agreement
between the United States and Canada has attenuated
some of the costs associated with firms run by family
members and has also begun to reduce the dominance
of these structures.21

Formal business associations and informal networks
Business associations—voluntary, long-term, renewable
partnerships among firms—are another set of private
institutions that can facilitate exchange and the expan-
sion of business activity. They do this by improving in-
formation flows, enhancing reputational penalties, and
lowering the costs of dispute resolution. Relative to al-
ternative private approaches, such as business groups or
ethnic-based trading associations (chapters 1 and 9),
these organizations are more inclusive and adaptable to
changes in the surrounding environment. 

Business associations are widespread in many indus-
trial and developing countries. In some cases govern-
ments have mandated membership.22 In Brazil during
the 1930s, for example, the government created com-
pulsory associations for both labor and businesses. By
the mid-1970s, the business sector had also created
many voluntary associations, sometimes parallel to the
government-created ones. By the mid-1980s most large
and medium-size businesses in Brazil belonged to sev-
eral associations.23

The characteristics of business associations vary
greatly across countries. In some cases business associa-
tions are industry-focused, while in other cases as in the
transition economies, they cut across industries. In
some cases membership in associations may be manda-
tory. In general, however, the observed high levels of
membership arise largely from voluntary integration of
firms into business associations. 

A handful of studies have attempted to explore
whether business associations perform socially benefi-
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Over the latter part of the 1990s, many large and medium-
size enterprises in Kazakhstan came under the control of
five national-level business groups and multiple regional
groups with political connections. The concentration of
economic power in these business groups has created the
incentives and the ability to lobby government agencies
and public officials for preferential treatment, in such areas
as trade restrictions, non-market-based financing, prefer-
ential public contracts, and protection from new entrants.
Bank financing is often directed to these firms, but repay-
ment is not enforced. As a result, state governments often
pay indirectly for these loans. 

Business interests with political clout have also used
their power to harass competing firms. One illustrative
case is described in a recent report commissioned by the
U.S. Agency for International Development. A local entre-
preneur had established a profitable small hotel. But a new
hotel, whose owner had political influence, opened close
to the existing one. Soon after, the local sanitary inspec-
tor closed the first hotel, claiming that the supply of run-
ning water on the premises was inadequate. The experi-
ence, however, ended on a positive note. After two years
of court battles and the intervention of the regional gover-
nor, the first hotel was reopened.

Source: Djankov and Nenova forthcoming. 

Box 3.1 

Business groups and restrictions on competition

in Kazakhstan



cial functions.24 Cross-country comparisons indicate
that business associations perform a variety of functions.
These can be grouped into market-supporting and 
market-complementing and -substituting functions.25

� Market-supporting functions: Business associations
operate as a counterpart in dialogue with the govern-
ment. They channel and coordinate an individual
firm’s efforts in lobbying for the improved provision
of public goods, such as protection of property rights,
better public administration, and infrastructure.

� Market-complementing and -substituting functions:
Business associations operate in parallel with exist-
ing institutions by providing alternative private so-
lutions for market failures. For example, they lower
the costs of acquiring information on potential trad-
ing partners and provide a means to coordinate and
amplify penalties for breach of contract (box 3.2).26

Cross-country comparisons suggest that the role of
business associations may change as markets develop.
For example, in Russia basic trading information is a
critical input for enterprises, and business associations
have specialized in providing and diffusing informa-
tion. In the more stable institutional environment of
Bolivia, business associations have other functions.
These include business counseling for new enterprises
and, for older enterprises, matching prospective em-
ployees with employers. Bolivian associations facilitate
the establishment of small start-ups: the average num-
ber of days necessary to open a new business is 41 for
members, but almost 65 days for nonmembers. At the
same time, associations reduce labor search costs for
medium-size enterprises: the average number of days
required to fill a vacancy is 36 for a member, compared
with 51 for a nonmember.

Business associations are more effective when they pro-
vide well-defined benefits to members, have high mem-
bership density, and have an effective internal interest-
mediation system.27 These conditions, however, are not
sufficient to guarantee effectiveness. Two external con-
straints—a competitive environment and appropriate dis-
cipline by the state in refraining from discriminatory be-
havior and corruption—promote effective associations.

When formal legal systems that support information
flows and accountability are underdeveloped, a careful
evaluation of corporate responses such as ownership
concentration and business groups is needed. Concen-
trated ownership and business groups can substitute for

formal institutions in providing the functions of gov-
ernance. But competition in markets and the threat 
of bankruptcy are necessary complements, to provide
checks and balances for those who control resource al-
location within firms. Steps to eliminate these struc-
tures without addressing weaknesses in formal institu-
tions are unlikely to succeed. Even if they were to
succeed, it is not clear what the benefits would be in
the absence of an alternative functioning governance
framework. From this perspective, the goal of those
aiming to improve corporate governance should be to
address the underlying market failure, to facilitate con-
ditions where networks are beneficial and to develop al-
ternatives, to introduce competition into the economy,
and to enhance openness in trade and information
flows. 

Laws and formal intermediaries

With formal corporate governance institutions, there can
be specialization in delivering the functions of gover-
nance. Some institutions, such as disclosure laws, audit-
ing firms, and financial and information intermediaries,
focus on bridging information gaps. Other institutions,
such as corporate and bankruptcy laws and their associ-
ated enforcement institutions, specialize in lowering the
costs of dispute resolution. Yet other institutions, such
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Extending trade credit to a potential buyer involves risk.
Membership in organizations that facilitate the sharing of
information on potential buyers can help reduce this risk
and promote a firm’s growth. 

A study of five transition economies—Poland, Romania,
Russia, Slovakia, and Ukraine—using firm-level data sug-
gests that membership translates into better trade credit
terms, especially for business relationships older than two
months. A study on Kenya and Zimbabwe shows a similar
effect, with potential buyers identified through business
networks more likely to receive trade credit than other cus-
tomers. Firm-level data on Vietnam provides added evi-
dence on the role of business networks as information-
sharing mechanisms, with the relationships established
through these networks facilitating better access to trade
credit. Firm-level data suggest that business associations
and arbitration courts are substitute mechanisms for resolv-
ing disputes between trading firms.

Source: Johnson and others 2000; Fafchamps 1999;

McMillan and Woodruff 1999a; Hendley, Murrell, and Ry-
terman (2000).

Box 3.2

Business associations and trade credit



as boards of directors, specialize in managing remaining
incentive problems stemming from information gaps be-
tween entrepreneurs and managers.

For these formal governance institutions to operate
effectively, several related conditions must be met. The
information available to resource providers must be
timely, accurate, and reliable, and in a form that regu-
lators and investors alike can understand. The laws that
limit the authority of entrepreneurs or managers must
be enforced efficiently by competent and impartial
judges (chapter 6). The demands on the state increase
with greater reliance on formal institutions. Not only
do state actors directly determine the costs of dispute
resolution, but state actors are closely involved in
bridging information gaps by setting specific standards
and by affecting the incentives of private information
intermediaries. 

The most basic measure of legal protections is the
degree to which courts can be expected to enforce con-
tracts and refrain from confiscating assets (chapter 6).
A recent study finds that expectations of basic contract
enforcement affect firm size, after accounting for a va-
riety of other contributing factors such as the state of
demand, technology, and type of industry.28 Although
the study is restricted to the European countries, dif-
ferences in legal protections probably help explain the
significant differences in firm size between industrial
and developing countries as well. 

The absence of complementary formal institutions
may make legal reforms difficult. One study found that
statutory legal protections in Russia, which were much
lower than the world average in 1992, were some of the
world’s highest by 1998.29 But coincident with these
improvements in measures of legal protections has been
reportedly weak enforcement, which has driven down
equity values. Anticipated benefits from the adoption
of sophisticated legal protections is limited because de-
veloping countries have low levels of enforcement of
basic legal protections. The priority is facilitating en-
forcement, through efforts to create an effective and
constrained state (chapter 5) and to improve the effi-
ciency of the judiciary (chapter 6), or to adopt legisla-
tion that does not strain the capacity of legislators and
politicians. 

A question is whether countries need to adopt so-
phisticated corporate and bankruptcy laws at all. Argu-
ments in favor of mandated protections for outsiders—
that is, financiers—are that there are advantages to
having checks that protect unsophisticated investors

and to the standardization offered by national laws
which lower enforcement costs. Arguments against
such protections are that they can limit potential inno-
vations by investors and entrepreneurs. In principle,
some argue, all that is required is for the state to uphold
contract law and for companies to devise efficient pro-
tections and write them into their articles of association

History, however, reveals the political necessity 
for more sophisticated laws, written and enforced by
governments. All countries that have had corporate
forms for a significant period have, through innovation
and experimentation, produced specific laws that shift
power away from entrepreneurs, such as corporate and
bankruptcy laws. In other words, they have developed
sophisticated legal protections beyond contract law
(box 3.3). 

The empirical question remains whether more de-
tailed laws that allocate power to providers of resources—
and influence the organization of firms—improve the
way resources within firms are allocated. Recent efforts
to quantify the extent of legal protections for equity and
debt financiers provide some answers (box 3.4). This ev-
idence suggests that there is a strong association between
the presence of legal protections and indicators of cur-
rent and future firm performance. It also suggests that
increased legal protections create the possibility for more
diversified ownership structures—moving away from
concentrated structures dominated by the state, business
groups, and foreign firms—because they allow the pro-
tection of minority shareholders. Figure 3.3 shows the
relationship between shareholder rights and stock mar-
ket development. In countries with weak protection of
shareholders, dominant or controlling shareholders can
expropriate benefits that would otherwise accrue to mi-
nority shareholders.

Parties controlling corporations may find such con-
trol valuable, since they are able to extract private ben-
efits from the corporation, to the exclusion of other
stakeholders. They can influence who is elected to the
board of directors or the appointment of the chief ex-
ecutive officer, and they can transfer assets on nonmar-
ket terms to related parties or consume resources at the
expense of the firm.30 A competitive market for corpo-
rate control can discipline firms that provide poor re-
turns for investors. But in most countries, takeovers are
rare. In practice, the effectiveness of the market for con-
trol as a corporate governance mechanism depends on
having liquid stock markets, and the costs of mounting
a takeover are high.31 Moreover, incumbent controlling
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parties and management have been vocal in lobbying
governments to provide antitakeover protection. 

A recent study measuring the private benefits of con-
trol in 18 countries with the largest stock markets (as of
1997) finds that these benefits are significantly differ-
ent across countries and may amount to much of firm
value.32 The value of these benefits ranges from a quar-
ter to a half of market capitalization in Chile, Korea,
and Mexico. In contrast, private benefits are on average
below 4 percent in Denmark, Hong Kong (China),
Sweden, and the United States. Legal protections can
play a large role in limiting expropriation of company
value by those in control. The study shows that the
weak legal rights that noncontrolling shareholders enjoy
explain more than 70 percent of the systematic differ-

ences in private benefits, especially for the quality of
general investor protection, minority rights in the trans-
fer of control, and standards of law enforcement. 

Despite the benefits from introducing formal in-
stitutions of corporate governance, shifting from a
network-based system imposes costs on established

   

The United Kingdom, France, the United States, and Ger-
many were the first countries to enact corporate statutes.
They have spearheaded the development of corporate
law. The United Kingdom had features of free incorpora-
tion as early as 1688; France proclaimed free incorporation
in 1791; the state government of New York passed a cor-
porate statute in 1811; and the German government passed
a commercial code in 1861. 

Laws of incorporation signaled a shift of authority over
resources within firms from the state to private parties.
They preceded sophisticated corporate laws, which allo-
cated authority among the different private parties in-
volved in firms. Economic crises following the passage of
free incorporation laws, with booms in firm formation fol-
lowed by busts, motivated the governments of all four
countries to establish specific points of leverage and con-
trol for investors. For example, Germany’s first national
corporate law was replaced by a much more restrictive
one in 1884, following a crisis. Innovation and experimen-
tation led policymakers to identify decisions that could
compromise the resources provided by investors—such
as a change in the firm charter, the dissolution of the firm,
or the volume or pricing of shares in the firm—and shifted
power over these decisions away from insiders. Protec-
tions for labor were introduced primarily in bankruptcy
rather than corporate laws, with employees given priority
over unsecured claims and sometimes over secured claims.

Across industrial countries, governments introduced
these protections, which suggests the political if not eco-
nomic inability to sustain a system that relied solely on so-
phisticated investors and insiders devising their own
mechanisms to deal with potential disputes. 

Source: Pistor and others 2000, World Development Re-
port 2002 background paper.

Box 3.3

The need for formal laws: the development of

corporate law

Quantitative measures of legal protections focus on the
degree to which national laws shift power from manage-
ment or controlling shareholders.33

Shareholders exercise their power by voting for direc-
tors and by voting on major corporate issues. Evaluation
of the extent of shareholder protection focuses on voting
procedures within firms. Investors are better protected
when companies in a country are subject to one share–
one vote rules. When votes are tied to dividends, insiders
cannot have substantial control of the company without
having substantial ownership of its cash flows, which
moderates incentives to divert resources from the firm.
Laws in different countries allow divergence from the one
share–one vote principle. Companies can issue nonvoting
shares, low and high voting shares, founders’ shares with
extremely high voting rights, or shares whose votes in-
crease when they are held longer. Companies can also re-
strict the total number of votes that a given shareholder
can exercise at a shareholders’ meeting, regardless of
how many shares the shareholder controls.

Corporate law specifies rules protecting the voting
mechanism against interference by insiders. A recent study
constructs a measure showing how strongly legal sys-
tems protect minority shareholders against managers or
dominant shareholders in the corporate decisionmaking
process. Six basic rights are identified. 

First, must shareholders show up in person to vote, or
may they send an authorized representative or mail their
proxy vote? Second, are shareholders prevented from sell-
ing their shares several days before a shareholder meet-
ing? Third, is cumulative voting for directors allowed? This
gives more power to minority shareholders to put their
representatives on boards of directors. Fourth, do minor-
ity shareholders have legal mechanisms to guard against
perceived oppression by directors, besides outright fraud,
such as the right to force the company to repurchase
shares of minority shareholders who object to certain
basic decisions of the management? Fifth, do sharehold-
ers have a preemptive right to buy new issues of stock, to
protect shareholders from dilution? Sixth, what is the per-
centage of share capital needed to call an extraordinary
shareholders’ meeting? In Mexico, for example, it is 33
percent, which prevents minority shareholders from orga-
nizing a meeting to challenge or oust management. 

Source: La Porta and others 1998. 

Box 3.4

Measuring the strength of legal protections for

shareholders



members of a network. Established firms are able to ac-
cumulate surplus capital because of their reputation for
repayment, their ability to provide collateral, or their
ability to enforce repayment by others. The implied re-
distribution of benefits helps to explain the widespread
resistance to many governance reforms by leading busi-
ness groups around the world. Similarly, managers who
have free rein are likely to oppose reforms that shift
power to outside investors.

One potential force for change is openness to trade
and financial flows, which changes the relative power
of interest groups and their returns. Incumbents might
favor openness because it increases export opportuni-
ties or the availability of low-cost capital for them. But
openness is often reciprocal, and the result is the intro-
duction of competing firms and foreign investors that
have different corporate governance institutions. For-
eign competitors in product markets might have lower
costs of capital, leading to domestic pressure for legal
reform and to lower costs associated with legal protec-
tions. Foreign investors need access to information
through public channels to identify opportunities and
because they are not part of established networks, and
they need legal protection in case of abuse. Foreign
firms and investors therefore enter to constitute new
interest groups. 

In some countries—for example in Latin America—
the trend among domestic firms toward foreign stock
market listings has also been a catalyst for change. The
evidence points to rapid changes in regulations in re-
sponse to financial flows in some areas, but slower
movements on disclosure legislation and on corporate,
bankruptcy, securities, and labor laws. Brazil is a case
where there has been more rapid change on regulations
affecting the securities market than in securities and
corporate laws (box 3.5).

Resolution of insolvency
Bankruptcy law is an important governance institution
that allocates decisionmaking power and claims to as-
sets during times of financial distress. Efficient in-
solvency regimes, in terms of bankruptcy laws and
enforcement mechanisms, make both debtors and cred-
itors better off. Insolvency regimes balance the objec-
tive of protecting the rights of creditors—essential to
the mobilization of capital for investment—and pre-
venting the premature liquidation of viable enterprises.
The evolution of most systems also shows the impor-
tance of balancing social and political pressures. The
evolutionary paths of corporate insolvency procedures
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Figure 3.3

Shareholder rights and stock market

development

Higher values mean stronger protection of shareholder rights

The Brazilian stock market is the largest in Latin America
and has traditionally been dominated by a few large com-
panies. Firms are often controlled by families or by state-
owned corporations, and boards of directors tend to be
dominated by insiders. Multiple classes of shareholding
facilitate the extraction of benefits by insiders. By one es-
timate, the private benefits that a controlling shareholder
can extract from the value of the company is among the
highest in the world—some 23 percent of firm market
value in 1997. These features have limited market devel-
opment and stimulated many proposals for reforms. 

Meanwhile, parallel reforms have been undertaken by
the securities market regulator to improve disclosure
requirements and protect minority shareholders during
changes in corporate control. A series of directives from
the regulator requires disclosure of the terms and prices
of block sales of shares and now requires a mandatory
offer for minority shares when the threshold of 50 percent
of votes is reached. These regulations have triggered a no-
ticeable reduction in the private benefits that a controlling
shareholder can extract from a company. 

Source: Nenova 2001b.

Box 3.5

Legal and regulatory change in Brazil



have depended to a large extent on who initiates legal
changes and on prevailing economic and social pres-
sures (chapter 1). This section discusses some impor-
tant elements of bankruptcy law.

The details of the law matter. Both the letter of the
law and the structure of the insolvency system matter
for economic outcomes. This is demonstrated, for ex-
ample, by comparing the 1992 and 1998 Russian bank-
ruptcy laws. The law of 1992 stipulated that the con-
dition for initiation of bankruptcy was that the total
amount of outstanding debts exceed the total value of
company assets on the balance sheet. But this condi-
tion was not effective because it was relatively easy for
a manager to manipulate the balance sheet value of the
company’s assets.34 With low transparency and few
legal safeguards, it was difficult to ascertain the true
condition of firms or to act against poor performers. In
contrast, the 1998 law was modified to make initiation
of bankruptcy easy. A creditor holding even a small
amount (less than $5,000) of debt overdue for three
months could file for the bankruptcy of the firm. As 
a consequence, the number of initiated proceedings
jumped from 4,320 in 1997 to 8,337 in 1998, and to
over 13,000 in 1999. 

The adoption or modification of bankruptcy laws
has often occurred in periods of economic crisis, such
as the recent East Asian financial crisis. During these
times, when maintaining stability in output is a con-
cern, bankruptcy laws have tended to become more
debtor-friendly. This has been the case in Indonesia and
Thailand, as well as in Argentina. Historical examples
confirm the importance of financial crises in the design
of bankruptcy systems. The United States, for example,
initially had a very creditor-friendly law, which was
subsequently revised to be more debtor-friendly during
crises (chapter 1). 

As a result of the East Asian financial crisis, all the
affected countries passed new bankruptcy legislation.
The key question is whether such legal changes merely
redistributed pending claims or whether the value of
claims—for both debtors and creditors—increased. A
recent study shows that values for all parties—creditors
and debtors—increased in reaction to anticipated re-
forms in the Thai bankruptcy system.35 Following pos-
itive news about reforms, there was a large increase in
the value of claims. Equity values of both corporate
borrowers and creditor institutions increased more than
25 percent. 

For small entrepreneurs, personal bankruptcy law is
important. Most new firms begin as sole proprietor-
ships. For these firms, personal bankruptcy rules have
a significant effect on the risks they bear in setting up a
business and on the decision to set up a business itself.
For example, a study in the United States finds that po-
tential entrepreneurs in states with unlimited home-
stead exemption in case of bankruptcy have 25 percent
less chance of securing a loan. This is because creditors
have less collateral to claim in case of default. But
homeowners in these states are 40 percent more likely
to start a business.36

Principles of insolvency regimes. Legal rights for credi-
tors expand firms’ access to credit, as well as the breadth
and depth of debt markets. A simple way to protect
creditors in insolvency is to respect the absolute prior-
ity of claims in bankruptcy or restructuring by paying
senior creditors first, followed by junior creditors, and
finally shareholders out of the residual value. But if
shareholders receive nothing during bankruptcy, man-
agers acting on behalf of shareholders will attempt to
delay or avoid bankruptcy, for example, by undertak-
ing high-risk projects when the corporation runs into
financial distress. For this reason, the preservation of
some part of firm value for shareholders during bank-
ruptcy, even when absolute priority would not leave
residual value for the owner, is usually recommended.37

An important consideration is whether the law pro-
vides for an automatic trigger that makes a firm file 
for bankruptcy—for example, nonpayment or delayed
payment on debt, as was stipulated for Russia. Auto-
matic triggers reduce the loss of value associated with
managers or major shareholders delaying the bank-
ruptcy decision. They also help to clarify the rights of
different parties when complementary institutions are
lacking (see the example from Hungary in chapter 1). 

The presence of complementary institutions can be
critical, so the trigger must be carefully designed. The
Thai bankruptcy law of 1999 introduced a trigger stip-
ulating that if the debtor owed a group of creditors
more than one million baht, the main creditor had to
petition for bankruptcy.38 However, the trigger did not
have the intended effect because complementary insti-
tutions were absent. Although the trigger itself was well
defined, the next step in the bankruptcy procedure—
the determination of insolvency—was not. In particu-
lar, nine conditions of insolvency were set forth in the
Bankruptcy Act 2483. These were difficult to meet, re-
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sulting in few bankruptcy cases being initiated even
after the revised law came into force. The accounting
rules also did not specify in what currency the com-
pany’s assets should be recorded, which made it easier
for owners to manipulate the balance sheet and make
the company appear solvent, preventing creditors from
filing for bankruptcy. 

Social and political considerations can dominate the
ranking of creditor interests. Country experience indi-
cates that social considerations are paramount in times
of financial distress. Corporate bankruptcy law usually
affects large firms whose financial difficulties may have
significant regional or employment effects. Some coun-
tries have introduced creative variations on the normal
liquidation procedure in an attempt to alleviate the neg-
ative impact on employees. For example, a procedure
similar to a process under English insolvency law was re-
cently introduced in Kazakhstan. The enterprise is sold
as a unit to a new owner, and a contract is signed requir-
ing the new owner to rehire all employees. Creditors,
who often provide the acquisition financing, generally
support this procedure. In 2000 nearly 38 percent of
liquidations in Kazakhstan were conducted under this
procedure. Variations of this procedure exist in many
countries, such as Indonesia and Korea. A downside of
this procedure is that potential new owners may be un-
willing to rehire all the employees, and it may not be
economically viable for the firm to keep all its workers.

Another important consideration in the design of
bankruptcy laws is deciding who can file for reorgani-
zation or liquidation. Related concerns are the atten-
tion paid to the debtors’ and the creditors’ roles, the
roles of the company’s management and other stake-
holders in preparing reorganization proposals, the abil-
ity of management to operate the company during the
reorganization, and whether an automatic stay of assets
exists. For example, studies show that the ability of
managers to keep their positions adversely affects cred-
itor rights and is associated with less access to external
finance.39

The evidence from industrial and developing coun-
tries indicates that the success of structured or formal
bargaining mechanisms in bankruptcy depends on the
strength of the judicial system. The efficiency of the in-
solvency procedures in producing quick resolutions de-
termines who files for formal bankruptcy. Several de-
veloping countries have established specialized judicial
or quasi-judicial bodies to deal with insolvent compa-
nies, taking the proceedings out of the court system. 

But not all these experiments have succeeded in im-
proving outcomes. In India, for example, the Board for
Industrial and Financial Reconstruction was established
in 1987 to reorganize or liquidate insolvent large and
medium-size companies. However, in its 13 years of
existence the board took, on average, 1,664 days from
the time of registration to decide on reorganization
plans, and 1,468 days to decide on liquidation.40 In ad-
dition, 35 percent of cases registered in 1996 were still
undecided at the end of 2000, along with 63 percent
of cases registered in 1997. 

Alternative procedures for dealing with financial dis-
tress center on versions of asset sales or cash auctions.
Cash auctions are easy to administer and do not rely on
the judicial system.41 Although attractive from a theo-
retical perspective, these proposals have not been widely
used, other than in Sweden and Mexico. A problem
with the auction mechanism is its reliance on liquid
secondary markets. Simplified institutional designs—
such as automatic triggers—that clearly state which ac-
tions should be taken and leave less room for discretion
are more effective in developing countries with weak
administrative capacity and limited information flows
(chapter 1). 

Boards of directors as a check on insider authority
The board of directors of a firm is in a position to play
a pivotal role in defining its strategic direction. More-
over, the board’s responsibility for executive recruit-
ment and for setting compensation policy and rights
over dismissal gives it leverage over managers.

The roles and duties of board members depend on
national laws as well as on company statutes. The im-
portance given to various stakeholders’ property rights
varies across countries. In the United States the board’s
duty is to shareholders, while in the Netherlands the
objective is to achieve a satisfactory balance of influ-
ence of all stakeholders. In many countries, such as
Germany, directors have a duty beyond that to share-
holders and the law also mandates that larger firms in-
clude representatives of labor on the board. 

The extent to which boards protect the interests of
investors and other stakeholders and hold managers
accountable depends on the incentives and powers 
of the board. Board members serve as a weak check 
on insider authority when insiders appoint and dismiss
board members themselves. Voting rules, such as the
absence of cumulative voting, ensure that whoever has
the most shares can appoint all the board members. In
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such circumstances, board members will be more in-
clined to represent the interests of those who appointed
them rather than the interests of a broader set of in-
vestors in the firm. Moreover, compensation for ser-
vices has historically been only weakly related to firm
performance, giving the board a poor incentive to focus
on monitoring insiders.

In recent years a broad consensus has developed on
the elements required to increase the incentives of board
members to monitor managers and provide a check on
abuses of authority. Private sector organizations in over
30 countries have issued codes of “best practice.” Build-
ing on analysis of boards and performance in industrial
countries, recommendations focus on increasing the
percentage of board members not directly tied to man-
agement and ensuring that such outside nonexecutive
board members chair subcommittees—including those
on financial reporting and compensation—where there
are bound to be conflicts of interest between manage-
ment and investors. 

The Organisation for Economic Co-operation and
Development has recently promulgated international
corporate governance standards. Active debates focus
on whether it should be left to firms to adopt such
practices on their own, whether this should be encour-
aged through required disclosure of actual practices, or
whether the adoption of certain practices should be
mandated. In Germany, for example, the corporate law
specifies the composition and authority of the supervi-
sory board.42 The United Kingdom has set up a volun-
tary system of disclosure. Evidence indicates that this
has led to large changes in board structures; elements
of this standard-setting approach have been followed
elsewhere.

But in most developing countries a lack of mecha-
nisms to enforce adherence will limit the impact of
such standards. In practice, even in industrial countries
it is difficult to find systematic evidence linking the
adoption and use of independent boards to improved
firm performance.43 If the board members are truly
outsiders, they face difficulties in monitoring manage-
ment, as they are often dependent on management for
the provision of information. And even if they have the
information, they may lack the expertise, the time, and
the incentive to monitor management actions. 

These problems are magnified in developing coun-
tries. The vast majority of large firms in developing
countries have concentrated ownership structures with
a controlling shareholder, often a member of a business

group. The controlling shareholder can dominate the
board selection process, particularly when there is no
cumulative voting. This makes it unlikely that board
members will be independent. Added to these prob-
lems, public information flows in developing countries
are weak. An independent director relying on these in-
formation flows would have difficulty performing a
monitoring role. 

All this is not to detract from the potential value of
independent boards. But as long as enforcement is weak
and little public information is available, the traditional
boards dominated by those with a relationship with the
firm, such as buyers, suppliers, and stakeholders, may
be in a better position to improve the functions of gov-
ernance. Policymakers interested in improving gover-
nance have to do more than impose obligations on
companies to produce board structures that comply
with standards, such as independence. Where steps are
taken to improve information and enforcement, board
reforms will complement these changes.

Institutions that provide investors with information
In formal corporate governance systems, laws and
boards create potential limits to the diversion of re-
sources. But investors also require timely, accurate, and
reliable information on which to base their decisions.
Empirical evidence indicates that the quality of infor-
mation available helps explain the wide cross-country
differences in the sensitivity of investment to value
added. Better-quality information is associated with
firms making more investments in high value added
activities.44

Firms in developing countries provide and have ac-
cess to often limited information of relatively poor
quality. An accounting benchmarking study has com-
pared national statutory accounting standards with in-
ternational accounting standards to provide one index
of cross-country differences.45 Although this is an im-
perfect measure that does not capture differences in
lapses in enforcement, the results are nonetheless re-
vealing (figure 3.4). 

A study following the East Asian financial crisis pro-
vides evidence on the extent of information gaps. It
found that more than two-thirds of the largest publicly
traded banks and corporations produced financial
statements with little relation to international account-
ing standards. Table 3.2 shows that weaknesses in ac-
counting standards included lack of disclosure about
transactions in which the manager or entrepreneur had
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an identifiable conflict of interest, as well as widespread
lack of disclosure of liabilities. One of the most surpris-
ing findings was that this lack of disclosure took place
despite the involvement of auditing firms affiliated
with the top international firms and in many cases was
perfectly legal according to national standards. Al-
though not the primary cause of the crisis, poor infor-
mation was a contributing factor to the crisis. Investors
who relied on publicly available information were in a
weak position to identify bad practices and therefore to
protect themselves or to distinguish between good and
bad investments.

The ability of brokerage houses to estimate accu-
rately the earnings of large publicly traded firms pro-
vides another indication of the information challenge.
It also illustrates the extent of the difference between
countries with strong regimes for producing informa-
tion and those with weak regimes. A recent study mea-
sures the average forecast error between the earnings 
estimates of financial analysts and actual earnings as 
an indication of this challenge.46 Countries with the
lowest forecast error included the Netherlands and 
the United Kingdom, while countries with the highest

forecast error included China and Mexico. Institutional
differences across countries, including the extent of ac-
counting disclosure, help to account for these differ-
ences. Most firms are neither large nor publicly traded,
particularly in developing countries. But where infor-
mation flows are distorted for these firms, the challenge
for those trying to evaluate smaller firms that are not
publicly traded is significant. 

In some countries, private actions to improve infor-
mation quality developed before public steps, with pri-
vate organizations stepping in to satisfy the growing de-
mand for information. In other countries, governments
have played a more prescriptive role (box 3.6). In the
United States, for example, auditing and bond-rating
firms developed because of rapid growth and rising
need for external capital, starting with the railroad
companies. Private and public actors played comple-
mentary roles.

Private initiatives provide only limited incentives to
entrepreneurs to disclose information. They were also
not standardized. Entrepreneurs have the incentive to
reveal information about good projects but to hide in-
formation about projects with poor returns. In essence,
the purchaser of the service (the company) is not always
the party with the greatest interest in obtaining high-
quality audit services. Measures such as audit commit-
tees and nonexecutive directors can be adopted to bet-
ter align the interests of auditors and managers. But
risks of incompetence and the possibility of collusion
with management remain. 

In countries where the setting of accounting stan-
dards was initiated by the private sector, the state has
intervened. Standards and requirements issued by the
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Figure 3.4

Accounting standards across countries

Table 3.2

Financial statements do not disclose useful

information for resource providers

International accounting Percentage of 

standard category firms in compliance

Related party lending 30
and borrowing

Foreign currency debt 37
Derivative financial 24

instruments
Note: Sample includes 73 of the largest publicly traded banks and
corporations in Indonesia, the Republic of Korea, Malaysia, the
Philippines, and Thailand.
Source: Rahman 1998.



profession were not perceived to be adequate to prevent
failures or abuses, to ensure that its members properly
complied with those requirements, or to guarantee that
all interested parties had appropriate input to the de-
velopment of those standards. But if standards are set
by the state, there is a danger that the information
sought by policymakers, with their interest in taxation,
may be very different from the needs of investors. Pri-
vate input into standard setting can help ensure that
there is enough innovation to meet business needs.

Governments also need centralized and accessible
share registries and property registries, which facilitate
independent collection of information and verification
of information produced by the company. Laws on dis-
closure increase information flows. An independent
auditor’s job is to offer judgment on whether the fi-
nancial information made available to investors fairly
represents the performance of the company according
to the accounting standards. Since the users of the audit

report may include stakeholders that were not involved
in the negotiation of the audit contract, all industrial
economies have legislative or regulatory requirements
for audit to protect stakeholders—although the scope
of these requirements can vary in response to other
public policy considerations. For example, it is com-
mon to exempt firms below a certain size from audit
requirements because of the limited use made of their
accounts.

As international transactions have grown in scope,
there has been an increase in demand for the standard-
ization of information across borders. In response, an In-
ternational Accounting Standards Committee (IASC)
was established in 1973 and produced International Ac-
counting Standards (IAS). Large firms have voluntarily
adopted these standards to gain access to international
capital markets. For small and medium-size firms how-
ever, these standards may not be appropriate because
they are explicitly shareholder-oriented and because the
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With the emergence of the joint stock company, financial re-
porting became an important instrument of corporate gover-
nance. Financial reporting made managers account for the use
of the capital provided by owners. The audit also emerged as
a tool so that an independent expert could provide assurance
to the owners about the completeness and reliability of the in-
formation provided by the managers. Previously, when the
number of parties involved in an enterprise was small, a con-
tractual approach was adequate, and the need for external reg-
ulatory intervention was limited.

In the countries with a common law tradition such as the
United Kingdom and the United States, a self-organizing pro-
fession of accountants emerged, starting in the mid-19th cen-
tury. This gradually built up a body of commonly accepted prac-
tices for auditing and preparing accounts. These were accepted
voluntarily by enterprises and did not initially require legal back-
ing to enforce them. Over time—and often in response to cor-
porate collapse or scandal—legislators intervened to address
coordination problems. These problems arose from several fac-
tors: the presence of large bodies of shareholders who negoti-
ated accounting and auditing arrangements on a contractual
basis with management; the absence of legal authority on the
part of the accountancy profession to oblige enterprises to fol-
low their rules; and the losses caused to third parties—for ex-
ample, to creditors in cases of insolvency—who were not privy
to the contractual relationships among owners, managers, and
auditors.

Initially, the elaboration of many of the detailed require-
ments (such as accounting standards) was left to the accoun-
tancy profession. Over time, legislators and regulators gradu-

ally took control over setting standards in the area of account-
ing, auditing, and ethics and exercised greater influence over
the requirements for entry to the profession as well as mem-
bers’ accountability. This turned professional bodies from self-
regulating organizations, exercising delegated regulatory
authority over their members, to organizations exercising au-
thority delegated from the state.

For countries with a Roman law tradition, the pattern of
evolution has been different. In countries such as Germany
and France, legislation establishing joint stock and limited lia-
bility companies was much more prescriptive in terms of de-
tailed accounting and auditing requirements. In addition, many
of the requirements were directly responsive to the needs of
the state as user of financial information—for example, the in-
fluence of taxation rules on general purpose accounting re-
quirements. Further legislation did not confer regulatory au-
thority on preexisting, voluntary, self-regulating groups but
instead established public law bodies to govern the profession.
Access to the profession was controlled by state examination,
judges were involved in disciplinary matters, and the activities
of the bodies—for example, in representing the private inter-
ests of their members—were clearly circumscribed by law.

Despite their quite different origins and development
processes, these two separate traditions for regulating ac-
counting and auditing have converged to a significant extent.
These two experiences also highlight different paths that de-
veloping countries today may take. 

Source: Hegarty 2001, World Development Report 2002 back-
ground paper.

Box 3.6

Limitations to private governance in accounting



requirements of IAS are complex and would be too costly
for small and medium-size firms to adopt (box 3.7). 

For countries considering accounting reform, the
first lesson is that one size does not fit all, and there can
be a strong argument for having different financial re-
porting regimes for different categories of enterprises.
Multiple regimes can impose costs, but these need to be
weighed against the benefits. At least two distinct cate-
gories can be identified:

� For companies seeking to raise capital on the mar-
ket, and especially those seeking foreign investors,
IAS are now recognized as the international account-
ing standards. It is essential that these companies be
permitted to use “pure” IAS, since any modification
to these standards means that the resultant standards
cannot claim compliance with IAS. As the Asian cri-
sis showed, involving local affiliates of international

auditing firms is not sufficient to enhance informa-
tion quality because the affiliates tend to follow na-
tional standards.

� For other companies, however, the use of IAS may
be excessively burdensome or inappropriate in light
of their stakeholder or user groups. Simplified
accounting and reporting requirements, which re-
spond to the information needs of the taxation au-
thorities, may be more appropriate. But care should
be taken not to allow the needs of one user group to
distort the accounts, since they would cease to be
relevant for other users, including management.
Specific needs of individual users can be addressed
through supplementary reports based on, and recon-
ciled with, the general-purpose accounts.

The nature of the information provided and de-
manded is affected by the nature of the users and
providers. Along with government, financial intermedi-
aries—including pension, mutual, and hedge funds—
create a demand for added information and analysis. In-
formation intermediaries, such as bond-rating agencies
and financial analysts in brokerage houses, combine the
audited financial statements with other sources of infor-
mation and offer judgments about a firm’s prospects.
The financial press is yet another institution that can
collect and disseminate information (chapter 10). 

Incentives for intermediaries 
Mechanisms are needed to ensure that organizations
involved in collecting and offering judgments on the
quality of financial information are accountable both
to the users and to the providers of information. There
are many potential conflicts of interest. An auditor, for
example, might own equity in or provide added services
to the same firm for which it provides audit services. A
brokerage house might provide investment banking ser-
vices to a company covered by its financial analysts. In-
formation intermediaries might have higher returns
from engaging in insider trading or manipulating stocks
than from providing quality information. 

What produces incentives for intermediaries to pro-
vide timely, accurate, and reliable information? Among
the forces providing pressures for efficiency are compe-
tition, reputational effects, and penalties imposed by a
regulatory authority. Policies that influence the supply
of firms seeking external capital and the extent of insti-
tutional investors increase the demand for information
and are likely to sharpen the incentives provided by rep-
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Since the early days of the International Accounting Stan-
dards Committee (IASC), certain small or developing coun-
tries have chosen to adopt International Accounting Stan-
dards (IAS) as their national standards rather than incur the
expense of developing their own local standards. But it
was soon accepted that the full benefits of IAS would ac-
crue only if they were accepted for use by larger, interna-
tionally active companies, especially for purposes of rais-
ing capital across borders. IASC therefore began to focus
on producing standards that would meet the information
needs of investors in listed companies and on seeking
recognition for those standards from the securities mar-
ket regulators responsible for determining the condi-
tions—including those on financial reporting—to be met
by companies seeking to be traded on their markets.
Steady progress has been made and, except in the United
States and Canada, all the world’s major securities mar-
kets accept—for regulatory purposes—financial state-
ments from companies registered abroad that are pre-
pared in accordance with IAS.

In May 2000 IOSCO, the international organization of
securities market regulators, officially endorsed IAS sub-
ject to certain conditions. In June the European Commis-
sion announced its intention to propose legislation that
would make it mandatory for listed companies to use IAS
in their consolidated financial statements by 2005, at the
latest. This legislation was published in February 2001.
However, the remainder of the approximately 4 million en-
terprises subject to other EU accounting legislation is exempt. 

Source: Hegarty 2001, World Development Report 2002
background paper.

Box 3.7

Evolution of international accounting standards



utation and competition. Openness stimulates demand
further, allowing domestic firms to list on foreign ex-
changes and reducing restrictions on investments by
foreign institutional investors. 

The experience of the industrial countries suggests
that relying solely on private institutions is not a sus-
tainable approach. Given the substantial fixed costs and
time needed to develop publicly available informa-
tion flows, developing countries need to consider alter-
natives. One approach, discussed in chapter 4, is to
focus on banks and private information flows. Another
alternative is to allow domestic companies to engage
foreign information intermediaries by cross-listing
shares on a foreign exchange, where disclosure require-
ments are stringent, or to participate in international
bond issues. The experience of large Chinese state-
owned companies, which have sold a minority of their
shares to investors through offerings on the Hong Kong
stock exchange and the New York stock exchange,
shows both the potential and the limitations of such an
approach. Beginning in the early 1990s, firms from
emerging international markets have tapped this mar-
ket, accounting for a majority of dollars raised in recent
years (figure 3.5). Privatized companies account for
more than one-third of this revenue.47 But the signifi-
cant costs associated with complying with listing re-
quirements means that this option is available only to
a few large firms. Moreover, the problem remains that
investors must still seek redress in the firm’s home
country, which may lack laws to protect investors or en-
forcement mechanisms.

Conclusions

Institutions which affect the governance of firms are im-
portant for determining how resources are allocated,
and who has rights over resources, both within coun-
tries and between countries. Therefore, they affect
growth and poverty reduction. Governance institutions
for small and large firms differ. Large firms are few in
number relative to small ones. However, on average they
account for a significant proportion of value added and
employment. Moreover, weak governance in these firms
has been associated with financial and economic crises,
which can have severe consequences for poor people.
But when these firms do well, they contribute signifi-
cantly to growth and have a direct impact on the lives
of people. Powerful incumbent firms also have an in-
centive to prevent changes in institutions that may re-
duce their gains and have often opposed policies that fa-

cilitate entry of new firms. Actions can be taken to limit
these incentives. Such pressures have existed in the de-
velopment experience of many nations, but successful
development initiatives have sought to balance the gains
that large firms provide with the negative effects on poli-
cies towards new entry and change. 

But in most developing countries, another kind of
problem is prevalent. And that regards the relation be-
tween the state and private business. In poor countries
there are often few limits on state arbitrariness; that is,
public officials themselves are not bound by the laws
which they adopt, and do not keep their established
“contracts” with private agents. Often, there is also
weak contract enforcement between private agents and
poor information provision. These problems hinder
new entry into the formal sector. In these contexts, pri-
vate institutional approaches will continue to domi-
nate; they will substitute for the lack of effective formal
publicly provided alternatives. In these circumstances
policymakers will benefit from being open to innova-
tive approaches by private agents. 

Openness to trade in goods and services and to in-
formation sharing can increase the efficiency of such
private mechanisms and can promote further institu-
tion building by creating forces for change. Formal gov-
ernance institutions can offer long-term benefits to
complement private initiatives. Such institutions in-
crease opportunity for firms, and by promoting invest-
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ment in high value added activities, they enable growth
of firms and employment within firms. They support
increased economic growth and poverty reduction.
There are often large obstacles to the development of
laws and internal governance institutions, and to regu-
latory agencies. New initiatives in institution building
need to complement and build on existing institutions.
For example, adopting laws which require regulators to

have extensive information on firms may not be a pri-
ority without prior attention to building information
flows, such as those which accounting systems provide.
Policies that help to build political support for gover-
nance changes, such as openness in trade and in trans-
parency or open information sharing among the differ-
ent parties affected by reforms, are as important as the
specifics of individual reforms.

     



The availability and access to finance can be a crucial
influence on the economic entitlements that economic
agents are practically able to secure. This applies all the
way from large enterprises (in which hundreds of
thousands of people may work) to tiny establishments
that rely on microcredit.

—Amartya Sen, 1999

E conomic history provides ample support for the
idea that financial development makes funda-
mental contributions to economic growth. Fi-

nancial development played a critical role in promot-
ing industrialization in countries such as England by
facilitating the mobilization of capital for large invest-
ments (box 4.1). Scholars have also argued that well-
functioning banks spur technological innovation by
identifying and funding those entrepreneurs with the
best chances of successfully developing new products
and implementing innovative production processes.1

A large body of evidence suggests that financial de-
velopment contributes significantly to growth, even after
accounting for other growth determinants.2 Through its
strong effect on overall economic growth, financial de-
velopment is central to poverty reduction. Recent re-
search also shows that financial development directly
benefits the poorer segments of society and that it is as-
sociated with improvements in income distribution.3

Preliminary evidence suggests that measures of finan-
cial development are positively and significantly corre-
lated with the share of income of the bottom quintile
of the income distribution.4 Thus, arguments that the
development of the formal financial system only bene-
fits the rich do not appear to be supported by the em-
pirical evidence. 

C H A P T E R  4

Financial Systems

The historical experience of industrial nations and
the experience of developing countries today point to
another important lesson. Sound public finances and a
stable currency are key to the development of private fi-
nancial institutions.5 For example, the Dutch “financial
revolution” started with the development of public debt
in the form of negotiable securities, and England solved
the liquidity and public debt problems by introducing
long-term and perpetual annuities.6 More recently, gov-
ernments that have suppressed their financial systems
in order to finance public spending have ended up with
troubled and underdeveloped financial systems.

One of the important functions of financial systems
is to shift risk to those who are willing to bear it. Fi-
nancial contracts can help pool and diversify risk. Re-
cent studies find that financial development also tends
to reduce aggregate economic volatility.7 This is an im-
portant insurance mechanism for the poor or near-
poor, since negative economic shocks increase the
numbers of the poor. However, although financial sys-
tems have risk-reduction capabilities, in the absence 
of supporting institutions that provide prudent risk-
taking incentives, financial development can lead to
the magnification of risk rather than its mitigation.8

Financial markets arise to reduce the information
costs of borrowing and lending and of making trans-
actions. In so doing, financial systems serve a number
of functions that are essential in a modern economy.9

They provide payment services that facilitate the ex-
change of goods and services, mobilize savings, allocate
credit, and monitor borrowers. By evaluating alterna-
tive investments and monitoring the activities of bor-
rowers, financial intermediaries overcome information
problems and increase the efficiency of resource use.





Financial systems limit, pool, and trade risks resulting
from these activities. 

Financial assets, with attractive yield, liquidity, and
risk characteristics, encourage saving in financial form.
A financial system’s contribution to growth and poverty
reduction depends upon the quantity and quality of its
services, its efficiency, and its outreach. 

Financial institutions include banks, insurance com-
panies, provident and pension funds, investment and
pooled investment schemes (mutual funds), compul-
sory saving schemes, savings banks, credit unions, and
securities markets. In developing countries, particularly
in poorer areas, highly personalized types of lending
with enforcement mechanisms based on local reputa-
tion and group norms also play a very important role.

The challenge facing policymakers is to build robust
financial systems that assist in risk mitigation in the
event of shocks. This chapter provides lessons for pol-
icymakers to help them reach this goal, based on re-
search and on country experiences, most of which have
become available in recent years. 

Policymakers should consider improving the legal
and regulatory environment rather than building a par-

ticular financial structure. What is important is to have
secure rights for outside investors and efficient contract
enforcement mechanisms—central themes of this Re-
port. Openness to trade and greater competition con-
tribute to the development of financial institutions, re-
gardless of the country’s legal origin, colonial history,
or political system. 

Financial regulation becomes a far easier task when it
makes use of the monitoring and disciplining ability of
market participants. An essential element of improving
the quality and effectiveness of market discipline for fi-
nancial institutions is ensuring the accuracy and availabil-
ity of information on the operations of these institutions.
Developing countries with poor information and human
resources and lacking the complementary institutions
that would facilitate the monitoring and enforcement of
capital standards may still benefit from additional buffers
that are easier to observe and enforce. Examples are liq-
uidity requirements and rules that require action by reg-
ulators under well-specified conditions.

Bank privatization affects the efficiency of financial
services. Individual country experiences show that ef-
fective regulation and a clean balance sheet are critical
for successful privatization. Competition improves effi-
ciency, increases incentives for innovation, and pro-
motes wider access. Recent evidence indicates that ac-
cess to finance by smaller firms does not decrease with
foreign entry. Country experiences demonstrate that 
an efficient banking system requires a contestable sys-
tem—one that is open to entry and exit—but not nec-
essarily one with many competing institutions.

Even in the most developed financial systems, in-
formation problems and the relatively high fixed costs
of small-scale lending limit the access of small firms
and  microenterprises. A system of complementary in-
stitutions can help. Improving collateral laws and es-
tablishing collateral registries, improving information
about small borrowers through credit registries, and re-
ducing costs through the use of computerized credit-
scoring models are ways of improving access for small
borrowers. 

This chapter discusses how financial structure varies
across countries and the effect of financial structure on
economic outcomes. It then considers regulation of
banks, ownership, and competition in the banking sec-
tor and institutions to increase access to banking for
those who are currently left out. Issues related to stock
market development are also covered in chapter 3.
Nonbank financial intermediaries are covered in a re-
cent World Bank report and are not addressed here.10

     

It is commonly believed that technological development
in England during the late 18th century was the driving
force behind the industrial revolution and modern eco-
nomic growth. An alternative perspective gives more em-
phasis to the significance of institutional change and par-
ticularly to the role of financial institutions in the process.
For example, some argue that capital market improve-
ments, which mitigated liquidity risk, were the primary
cause of the industrial revolution. Many of the inventions
already existed but required large injections and long-term
commitment of capital, which was not possible without
further development of financial markets. The industrial
revolution had to wait for the financial revolution. 

As in England, a sophisticated financial system devel-
oped in the United States before its industrial revolution
in the 19th century. The Dutch Republic, long before its
remarkable growth in the 17th century, had a financial rev-
olution that involved institutional innovations such as the
adoption of negotiable international bills of exchange to fi-
nance the economy’s external trade, negotiable securities
to finance the public debt, a convenient payment system,
a stable currency, a strong private banking system, and se-
curities markets.

Source: Hicks 1969; Rousseau and Sylla 1999; Sylla 2000.

Box 4.1

The financial revolution versus the industrial

revolution 



Should policymakers promote bank-based 

or market-based financial systems?

As economies develop, the needs of the users and the
providers of financial services change. Informal finance
becomes less important, and self-financed capital in-
vestment gives way first to bank-intermediated debt fi-
nance and later to the emergence of capital markets, as
additional instruments for raising external funds (fig-
ure 4.1).11 Although banks dominate most formal fi-
nancial systems, the relative importance of the stock
market tends to increase with the level of development
(box 4.2).12 Far more finance is raised from bank loans,
however, than from selling equity, even in industrial
countries.13

Economists have debated the role of financial struc-
ture—the advantages and disadvantages of bank-based
financial systems relative to market-based systems—for
more than a century. At the end of the 19th century
German economists argued that the German bank-
based financial system had helped Germany overtake
the United Kingdom as an industrial power. During the
20th century the debate expanded to the United States
and Japan.14 More recently, the question of the overall
design of a financial system has demanded the atten-
tion of policymakers, with the urgent need to design fi-
nancial systems in many transition economies. 

Should policymakers concerned with promoting
growth and poverty reduction focus on developing
banks or developing stock markets? Some argue that
banks have advantages over markets when complemen-
tary institutions are weak.15 Even in countries with
weak legal and accounting systems and poor contract
enforcement, powerful banks can force firms to reveal
information and pay their debts, thus facilitating in-
dustrial expansion.16 Conversely, well-developed stock
markets quickly reveal information, which reduces the
incentives for individual investors to acquire informa-
tion. This can reduce incentives for identifying innova-
tive projects, hindering efficient resource allocation.17

Furthermore, since investors can sell their shares inex-
pensively, their incentives to monitor managers rigor-
ously are diminshed, which hinders corporate control
and national productivity.18 But stock markets provide
the ability to diversify risk and customize risk manage-
ment devices. 

The importance of financial structure for economic
development has been extensively examined in recent
research. Country-, industry-, and firm-level investiga-
tions all show that for a given level of development, dis-
tinguishing countries by financial structure does not
help explain cross-country differences in long-run
GDP growth, industrial performance, new firm forma-
tion, firm use of external funds, or firm growth.19

  
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Financial structure tends to change during the de-
velopment process, however, because banks and mar-
kets have different requirements concerning informa-
tion and contract enforcement in order to function
effectively. For example, the information that a bank
collects is private and is gathered from its relationship
with individual clients. It does not necessarily depend
on other complementary institutions, such as account-
ing standards. Once banks have invested in a firm, they
use the threat of cutting off future credit for enforce-
ment. By contrast, equity markets require strong pro-
tection of minority shareholder rights, good public in-

formation and accounting systems, and low levels of
corruption to develop. 

Financial structures generally do not change rapidly,
but there are exceptions. For example, Indonesia and
Turkey experienced changes in their financial structures,
owing to rapid growth of their stock markets in the
1980s following financial liberalization. The Republic of
Korea is another notable exception because of the rapid
development of its nonbank financial sector, where strict
government banking regulations did not apply. In Chile
nonbank financial intermediaries and the stock market
also experienced rapid development in the early 1980s,
largely as a result of the privatization of the pension sys-
tem.20 Efforts to change financial structure overnight
usually do not succeed. Attempts to build stock markets
in several transition economies and African countries in
recent times have not been very successful because the
underlying legal, information, and enforcement mecha-
nisms were underdeveloped (box 4.3).

Policies to promote financial development are likely
to be more effective if efforts are directed at developing
the legal and regulatory environment to support the nat-
ural evolution of financial structure. Financial system
development depends critically on the protection of pri-
vate property. Recent studies have shown that legal pro-
tection of minority shareholders and creditors is a sig-

     

A recent World Bank study built a database starting in the
1960s on financial markets and intermediaries for more
than 100 countries. The study developed a number of in-
dicators that measure the relative size, activity, and effi-
ciency of financial intermediaries and markets. The indica-
tors, on the whole, show a tendency for financial systems
to become more market based as countries become
richer. The table presents the relative activity measure of
financial structure and shows that countries can be classi-
fied as market based either because they have very liquid
markets (as is the case for the United States) or because
they have poorly developed banking sectors (Mexico and
Turkey). To the extent that a country’s laws help potential
shareholders feel confident about their property and vot-
ing rights without fear of corruption, and to the extent that
comprehensive, high-quality information about firms is
available to outside investors, financial systems tend to be
more market based.

Financial structure across countries  

Value traded/ Bank credit/

GDP GDP Structure-

Country (percent) (percent) activity

Germany 18.7 85.7 0.661
India 4.8 24.1 0.701
Japan 38.3 103.9 0.433
Mexico 6.3 14.8 0.371
Nigeria 0.03 12.5 2.619
Thailand 20.3 51.1 0.401
Turkey 6.2 12.9 0.318
United States 34.4 65.2 0.277

Note: Value traded/GDP = value of all shares traded on the ex-
change as share of GDP. Bank credit/GDP = claims by commer-
cial banks on the private sector as share of GDP. Structure-
activity = logarithm (bank credit/value traded).
Source: Beck, Demirgüç-Kunt, and Levine 2000a; Demirgüç-Kunt
and Levine forthcoming.

Box 4.2

Financial structure varies across countries:

better information and legal systems that

protect property rights play a role

As countries become richer, wealthier households and
corporations have more complicated financial needs, and
financial markets emerge to meet this demand. But this is
not the whole story. Why, for example, does India have a
stock market while other low-income countries find it so
difficult to develop one?

There are many examples of failed efforts to develop
stock markets. In the early- to mid-1990s, attempts to de-
velop stock markets in The Gambia and Zambia did not
prove successful. These countries built stock exchanges
and provided people to staff them. There were, however,
so few listed companies and so little market exchange that
these stock exchanges could not generate the fees to be
self-sustaining.

Besides differences in income, some of the differ-
ences in experience can be explained by differences in
legal systems, the availability and quality of information,
and corruption. Low income, inadequate laws and regu-
lations, information problems, corruption, and lack of
enforcement all play a role in deterring stock market
development. 

Box 4.3

Promoting stock markets in developing

countries



nificant determinant of financial development across
countries. A recent World Bank study confirms that le-
gal traditions have played an important role in affecting
financial development.21 Building financial institutions
requires policymakers to focus on the fundamentals:
property rights and the enforcement of those rights.
This is true whatever the level of income and regardless
of the political and macroeconomic environment of the
country. Countries can modify aspects of their legal sys-
tems and can adapt judicial systems to make contract
enforcement more efficient and predictable (chapter 6). 

Political differences associated with the relative
power of the state and private property holders have in-
fluenced the formation of legal traditions. Decentral-
ized political systems, for example, may work to offset
the tendency of central governments to control markets
and thwart competition. In Europe governments sup-
pressed market forces in response to the Great Depres-
sion. Similar attempts in the United Kingdom and the
United States were not successful. Another example 
is the militaristic Japanese government of the 1930s,
which was able to suppress the bond and stock markets
and force small banks to merge with large banks in an
effort to direct credit to military-related industries.
Sometimes severe economic crises can undermine the
power of incumbent politicians and promote reforms,
as, for example, the experience of Chile in the late
1970s demonstrates. 

Countries face other influences that affect the devel-
opment of their financial institutions. For example,
countries more open to trade and capital flows may face
higher levels of competition, which can foster improve-
ments in institutions, regardless of their legal, political,
or colonial origin. Case studies and cross-country expe-
rience support the view that trade openness has a posi-
tive effect on development of financial institutions, re-
gardless of historical influences. More open economies,
in terms of trade, capital markets, and information
flows (chapters 1, 3, and 10), and more competitive
markets (chapter 7) will see faster development of de-
mand for institutions and will improve the functioning
of existing institutions. 

What form should financial regulation take?

As long as there have been banks, there have also been
governments to set rules for them, maintain the purity
of coinage, hold high reserves, restrict interest rates, and
provide credit to the government or favored parties.

Traditionally, bank regulators in many developing
countries have used financial regulation chiefly as a

means to pursue specific development objectives. They
have concentrated on regulations affecting credit allo-
cation, while paying little attention to prudential as-
pects of monitoring. This has undermined the effi-
ciency and stability of financial systems, leaving them
vulnerable to economic shocks. Following the wave of
financial crises that hit developing countries in the
1980s, there has been a shift in regulatory policy. Today,
the goal of modern financial regulation is largely pru-
dential regulation to promote an efficient, safe, and sta-
ble financial system. 

Prudential regulation is expected to promote sys-
temic stability. Official supervisors act as delegated
monitors for depositors, working to overcome infor-
mation problems that would be beyond the resources
of individuals. Nevertheless, the recent spate of bank-
ing crises—whose severity was exacerbated by interna-
tional financial linkages—has had severe consequences
for growth and poverty reduction. These crises have re-
newed interest in improving financial regulation through
the creation of international standards in bank regula-
tion and supervision. 

Limiting the fragility of financial systems
Financial systems are fragile because financial institu-
tions and markets are in the business of pooling, pric-
ing, and trading risk. Financial institutions add value
in large part because they are better able to collect, eval-
uate, and monitor information than individuals. Such
specialization comes at a cost, however. Financial insti-
tutions are vulnerable not only to the risks they actu-
ally take, but also to perceptions of those risks by indi-
vidual market participants. Changes in perceptions can
lead to large swings in asset prices. Banks are the most
fragile part of the financial system, owing to the “de-
mandable” nature of their liabilities, which makes them
vulnerable to sudden withdrawals. 

In many countries policymakers have designed safety
net policies to deal with the fragility of financial sys-
tems—in particular, to prevent runs on banks, losses in
bank capital, and bank failures. Prudential regulation is
an important component of the safety net. Standards
on capital adequacy, loan classification, provisioning
and suspension of interest, and limits on connected
lending are all critical elements of prudential regulation.
Deposit insurance is another important component of
the safety net. 

Safety nets seek to lessen the likelihood of crises by
reducing bankers’ incentives to take risks and deposi-
tors’ incentives to withdraw their funds—thereby insu-
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lating banks from runs. Unfortunately, making deposi-
tors less sensitive to bank risk also has unintended con-
sequences. Because a bank’s cost of attracting funds no
longer depends on the riskiness of its asset portfolio,
bankers face incentives to take excessive risks (“moral
hazard”). These incentives for excessive risk-taking by
banks are greatest during times of adverse economic
shocks, when more loans become nonperforming. This
means that bank capital is eroded and owners have in-
creased incentives to take on more risk. 

Ironically, in many countries the very safety nets that
were meant to limit the vulnerability of the financial
system have been identified as the greatest source of
fragility (box 4.4).22 Experience with deposit insurance
underscores the importance of the complementary in-
stitutions that countries at lower income levels may not
have, a theme emphasized throughout this Report.
Some countries are not yet equipped for certain types
of regulation because necessary complementary in-
stitutions such as effective bank regulation and su-
pervision have not developed. In those instances the
temptation to adopt regulations that exist in more in-
dustrialized countries should be resisted. 

In trying to prevent individual bank failures, badly
designed safety nets can severely undermine the incen-
tives of financial institutions, their creditors, and even
the regulators themselves. Prudential regulations are only
effective if they are properly enforced. Enforcement is
much easier if regulations are incentive-compatible, en-
couraging and making use of the monitoring and disci-
plining ability of market participants. Financial systems
in which incentives encourage prudent risk-taking will
be less crisis prone and better able to assist in risk miti-
gation in the event of shocks. 

Financial institutions are prone to excessive risk-
taking, owing to the limited liability of their sharehold-
ers and to their use of financial leverage.23 One way of
ensuring that owners retain prudent risk-taking incen-
tives is to require them to have a significant amount of
their own money at risk. This can take the form either
of capital or of future expected profits. Capital adequacy
requirements that set minimum capital requirements are
imposed for this purpose. If the institution is expected
to be sufficiently profitable in the future—if it has a high
enough “franchise value”—this also acts as a deterrent,
since the owners are also reluctant to risk their future
profits. Thus, entry regulations that manage the amount
of competition existing in the financial sector can also
serve to align the incentives of the owners and regulators. 

Outside monitors of financial institutions can com-
plement supervision by regulators. Using the private sec-
tor to extend the reach of the regulator is possible when
regulations and safety net policies do not undermine the
monitoring incentives of private agents. Outside credi-
tors of financial institutions have the incentive to moni-
tor, gather, and use information on financial institutions
when they have their own money at risk. These moni-
tors include depositors (if deposit insurance coverage is
kept relatively low); larger, more sophisticated creditors
that do not expect compensation when things go wrong
(box 4.5); or other financial institutions (for example,
when interbank deposits are not insured, institutions are
encouraged to monitor one another). Enforcing prompt
disclosure of accurate information would greatly im-
prove the monitoring ability of all private parties. Rat-
ing agencies and other professional analysts further fa-
cilitate the collection and analysis of such information
and contribute to monitoring. 

Preliminary research findings, using regulatory infor-
mation for more than 100 countries, indicate that regu-
lations that encourage and facilitate the private moni-
toring of banks tend to boost bank performance, reduce
nonperforming loans, and enhance bank stability. These
regulations include requiring that banks are audited by
certified external auditors, improving banks’ accounting
statements and disclosure, and providing market partic-
ipants with incentives to monitor by eliminating deposit
insurance. This result is stronger for middle- and higher-
income countries because effective private monitoring
requires a sufficient number of relatively sophisticated
private agents. 24

Most countries rely on regulators and supervisors to
do the bulk of their monitoring. As with bank owners
and creditors, supervisors need the right incentives. In
developing countries, economic environments are more
volatile, there are fewer formal financial institutions, and
those that exist tend to be controlled by a small number
of powerful individuals. It is often difficult to discuss
supervisory incentives independent of politics, since
regulatory agencies are seldom very independent. Fur-
thermore, even in middle-income countries such as Ar-
gentina, Brazil, and the Philippines, regulators can be
sued and held personally liable for their actions. Ade-
quate legal protection against personal lawsuits, espe-
cially those brought by aggravated owners of banks being
regulated, is necessary for proper regulatory intervention. 

Supervisors’ incomes are low compared with those
of private bank employees. Supervisors also tend to

     



have inadequate resources at their disposal. Low pay
makes it difficult to attract qualified personnel and up-
grade skill levels. The prospect of high-paying private
sector jobs at the end of regulatory careers creates in-
centives for corruption. Public/private pay differentials
exist in rich countries as well as in developing countries,

but a World Bank survey of bank supervisors around
the world shows that developing countries have greater
difficulty retaining their supervisors.25

These observations argue for increasing supervisors’
salaries and restricting their employment in the bank-
ing sector after their service in the public sector. How-

  

Bank safety nets are made up of various components, such as
the existence of a lender of last resort, insolvency resolution,
prudential regulation and supervision, and deposit insurance.
A bank safety net is difficult to design and operate because it
must balance the conflicting objectives of guarding against fi-
nancial crises that can magnify economic shocks and avoiding
moral hazard problems that give rise to imprudent banking
practices. Finding the right balance between crisis prevention
and market discipline is the most important challenge facing
policymakers.

Deposit insurance that guarantees certain property rights
for depositors is an important element of the safety net. Be-
cause governments find it hard to make a credible commit-
ment that rules out ex post insurance after a bank failure, ex-
plicit or implicit deposit insurance schemes are an important
part of every country’s safety net. The number of countries
adopting explicit deposit insurance schemes has been increas-
ing in recent years. 

Whether to adopt an explicit system and what kind of sys-
tem to adopt are crucial questions in the design of safety nets.
A recent World Bank project has begun to answer several key
questions regarding the impact of deposit insurance on finan-
cial sector stability, or the ability of markets to exert discipline
on banks, and on financial development, using a large database
comprising deposit insurance schemes and design features
around the world. 

This research shows that explicit deposit insurance
schemes can lead to excessive risk-taking, reduced market dis-
cipline, and increased financial fragility in countries with poor
complementary institutions, including poor regulation and su-
pervision, poor contract enforcement ability, and high levels of
corruption. The research shows that unless the overall institu-
tional environment is strong, the adoption of explicit deposit
insurance does not lead to increased confidence in the finan-
cial system and to greater financial development. 

Analysis of individual design features indicates that keep-
ing coverage low and narrow in scope reduces moral hazard
problems. For example, there might be benefits from keeping
coverage limits below one or two times the level of GDP per
capita. Introducing elements of co-insurance, such as subordi-
nated debtholders without any insurance, having access to
funds (but not necessarily accumulating large sums that can
be abused), and involving banks in management and monitor-
ing are elements that similarly can reduce moral hazard.

These results have important policy implications. Without
adequate development of complementary institutions, there
are real risks that deposit insurance can increase the probability
of crises, leading to poorly functioning financial markets. Unfor-
tunately, many of the recent adopters of such schemes have
been those countries with poor complementary institutions.

Growth in explicit deposit insurance systems worldwide, 1934–99 

Source: Cull, Senbet, and Sorge 2000; Demirgüç-Kunt and Detragiache 2000; Demirgüç-Kunt and Huizinga 2000; Demirgüç-Kunt and
Sobaci 2000; Kane 2000.

Box 4.4

Designing a bank safety net: the role of deposit insurance
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ever, unless limitations on future employment are ac-
companied by substantial pay increases, they make it
even more difficult to attract qualified staff.

The organization of the supervisory authority also
influences the incentives faced by the regulators and
their ability to resist political pressures. Proper func-
tioning of the supervisory authority requires insulation
from political pressures. In most countries supervision
of financial institutions is under the authority of the
central bank, generally one of the more independent
agencies in the system. According to a survey of 70
countries by the Institute of International Bankers,
however, in about one-third of the countries, supervi-
sion of credit institutions is conducted in agencies sep-
arate from the central bank.26

Although much less common, the blurring of bound-
aries in financial services has led to a growing trend 
to consolidate supervision of all financial institutions
under one supervisory agency. Potential drawbacks of a
single agency include difficulties in maintaining inde-
pendence and elimination of useful competition be-
tween regulators (box 4.6). 

Another question concerns whether to include pru-
dential supervision, as well as monetary policy, in the
responsibilities of the central bank. The most common
criticism of combining monetary policy and supervi-

sion is that it can create conflicts of interest. The cen-
tral bank may be reluctant to raise interest rates to stem
inflation for fear that this would hurt the banks. How-
ever, the information supervisors require can be used to
improve forecasts of future financial problems and eco-
nomic developments. Combining monetary policy and
supervision also provides the potential for economiz-
ing on scarce human capital. In countries with poor
market discipline, limited information flows, and low
levels of human resources, retaining supervision in the
central bank may be desirable. Regardless of the insti-
tutional arrangement, the independence of the super-
visor in its regulatory functions and extensive informa-
tion sharing between the monetary authority and the
supervisory authority are vital for effective supervision.

Nevertheless, despite all efforts, it is generally diffi-
cult to provide regulators with proper incentives, since
they tend to have multiple objectives. One possible so-
lution is to reduce incentive problems by introducing
rules to tie the hands of the supervisors and reduce their
discretion through mandatory “prompt corrective ac-
tions” that must be followed in specific circumstances.
For example, in dealing with weak banks, it has become
increasingly common to recommend that countries
adopt a prompt corrective action and structured early-
intervention approach similar to that embodied in U.S.
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Requiring banks to maintain minimum ratios of subordinated
debt and regulating features such as maturity and maximum
allowable yield impose market discipline on banks and limit
banks’ incentives to take on risk. Banks that take on excessive
risk find it difficult to sell their subordinated debt and are forced
to shrink their risky assets or to issue new capital to satisfy
their private debt holders. Therefore, subordinated debt pro-
vides useful signals for bank supervisors. 

For small banks, subordinated debt can take the form of
uninsured deposits held by large domestic banks or by foreign
banks. For large banks, subordinated debt includes notes is-
sued in international capital markets or to foreign banks. 

If subordinated debt has limited maturity, it forces banks
to be regular issuers, which provides continuous market infor-
mation for investors and regulators. Interest caps limit the risks
banks can take, since they cannot pay higher interest rates,
above the limit, to compensate for additional risk. If the subor-
dinated debt instrument is relatively homogenous, the rates at
which it is trading can be compared across banks, facilitating
monitoring.

Subordinated debt regulation can be difficult to implement.
Developing capital markets are shallow and illiquid. Most im-

portant, it may be difficult to ensure that borrowers and credi-
tors are unrelated parties. Nevertheless, as part of regulatory
reforms aimed at enhancing the safety and soundness of its
banking industry in the wake of the 1994–95 financial turmoil
following the devaluation of the Mexican peso, the Argentine
Central Bank introduced a subordinated debt regulation in 1996
which became effective in 1998. 

A recent study investigated how the subordinated debt
regulation has been working in practice, analyzing the charac-
teristics of banks according to how they have reacted to 
the regulation. The results show that the banks that were 
able to comply with the regulation are those that are rela-
tively strong and less risky. Perhaps most important, the reg-
ulation makes it clear to all parties that supervisors are aware
of the failure to comply with subordinated debt. This has 
the benefit of enhancing discipline over supervisors. While 
it is difficult to ensure proper implementation of subordinated
debt, using it to enhance regulatory monitoring and incen-
tives seems to hold promise, particularly in middle-income
countries.

Source: Calomiris 1996; Calomiris and Powell 2000.

Box 4.5

The role of subordinated debt in establishing credibility: the case of Argentina



legislation. This approach requires structured, prespec-
ified, publicly announced responses by regulators trig-
gered by decreases in a bank’s performance—such as
capital ratios—below established numbers; mandatory
resolution of a capital-depleted bank at a prespecified
point when capital is still positive; and market value ac-
counting and reporting of capital.

Opponents of this approach argue that with greater
financial complexity, monitoring financial institutions’
risk requires greater discretion. Inflexible rules can ham-
per the authorities’ ability to conduct supervision. A
further problem is that application of these rules in poor
countries is complicated by the lack of appropriate in-
formation. For example, capital is difficult to evaluate
(see the discussion below). In these cases, simpler indi-
cators—such as inability to make payments—that are
easier to monitor and that make noncompliance obvi-
ous may be needed. Such rules may bring greater trans-
parency, may help supervisors resist political pressures,
and may be particularly appropriate where supervisory
quality is poor. 

Regulatory incentive problems again underline the
importance of using the private sector to extend the
reach of the regulators. Informing public opinion by
maintaining an open flow of reliable information is an
essential element of making the public intolerant of
poor banking and poor regulatory performance and
creating demand for institutional reform. With greater
public awareness, political pressures that inhibit bank-
ing enforcement also diminish.

International standards
The response to recent financial crises has included the
creation of international standards in bank regulation
and supervision. Standardization of regulation and su-
pervision can certainly have benefits, to the extent that
it reduces information problems and improves the ac-
cess of developing country institutions to the interna-
tional financial system. For example, at the time of the
1988 Basel Accord, which recommended a minimum
risk-weighted capital adequacy ratio of 8 percent, there
were developing countries that did not even have capi-
tal requirements. By 1999, along with increasing open-
ness and links with international markets, only 7 of the
103 reporting countries had minimum capital ratios
under 8 percent. More than 93 percent of the countries
claim to adjust capital ratios for risk in line with Basel
guidelines.

Developing countries tend to be considerably farther
from full compliance than industrial countries, how-
ever. In developing countries regulations are adopted
even though supervisors do not have the information
flows to verify compliance, and incentive structures to
help reveal such information are missing.27 As is the
case with international standards in other areas, finan-
cial standards also tend to reflect conditions in indus-
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While the number of single supervisory agencies (SSAs)
is growing, such agencies are still the exception. As of
June 1999, only eight countries—Austria, Denmark, Japan,
the Republic of Korea, Malta, Norway, Sweden, and the
United Kingdom—had SSAs, out of the 70 countries sur-
veyed by the Institute of International Bankers. These
SSAs typically cover prudential and market integrity func-
tions and can also cover consumer and competitiveness
oversight functions. 

Most SSAs are too new to allow detailed analysis of
costs and benefits. Focusing only on prudential oversight,
however, it is possible to lay out the conceptual argu-
ments. Among the arguments in favor of such agencies: 

� The blurring of boundaries in financial services makes
consolidated and integrated approaches to regulation
and supervision more necessary.

� The associated emergence of financial conglomerates,
spurred by economies of scale and scope, requires a
similar regulatory approach.

� Economies of scale and scope in regulation and super-
vision are possible, as are lower costs of information
sharing and coordination.

� Establishing an SSA can be a way to create an institu-
tional setup that is more independent, professional, and
insulated from political pressures than existing supervisors.

� One regulatory agency may also reduce regulatory
costs for financial institutions, as they do not need to in-
teract with several agencies.

SSAs also have some conceptual disadvantages.
� An SSA may be too difficult to manage and too vulnera-

ble to political favoritism. In other contexts, specializa-
tion and competition between regulators has been ad-
vocated as a means to avoid regulatory capture and
minimize unnecessary regulation.

� There remain many financial institutions that are spe-
cialized by function, such as insurance companies, and
that need not be supervised by an all-embracing agency.

� An SSA might create the impression that a larger range
of financial institutions has an impact on systemic risks
than is actually the case.

Source: Claessens and Klingebiel 2000a; Taylor and Flem-
ing 1999.

Box 4.6

Institutional design for bank supervisors



trial countries. For example, it may be that in develop-
ing economies more prone to shocks, higher capital ad-
equacy standards would be desirable. But given the dif-
ficulties with implementation, these would have even
less chance of being enforced. It is relatively easy to
adopt regulations such as capital adequacy ratios; it is
much more difficult to implement the underlying pro-
cedures (such as measuring the value of capital) that
give meaning to these rules. Book capital is not an ade-
quate indicator of an institution’s health. The true net
worth of a bank depends on the market value of the
loans in its portfolio, which are generally difficult to
value, owing to their illiquid nature. In developing coun-
tries volatile prices and underdeveloped markets make
this task even more difficult. Often, a bank is insolvent
in market value terms long before its accounting capital
is depleted. 

Better accounting can help. Good accounting and
provisioning practices are necessary to make book cap-
ital a meaningful measure. Bank supervisors are ex-
pected to classify bank loans into different categories,
based on their quality, and to require loss provisions of
different amounts based on this classification. However,
because forward-looking classifications are generally
difficult to justify and enforce, realistically this trans-
lates into requiring that provisions are made when a
loan goes into arrears. For example, if interest on a loan
is in arrears by more than 90 days, accounting stan-
dards in many countries will forbid the bank from
showing that interest as already having accrued in its
income statement. Interest accrual on nonperforming
loans was allowed for up to 360 days in Thailand in
1997 and is allowed for loans overdue up to 180 days
in many African countries. In most countries it is even
more difficult to prevent banks from making new loans
to cover interest payments and conceal nonperforming
loans, a practice known as evergreening.28

Therefore, standards that focus on supervised capital
adequacy may be inadequate in developing countries.
For example, the ending of liquidity requirements—
holdings of central bank, reserves, cash, and government
paper—in developing countries came about in emula-
tion of the emerging consensus among OECD mem-
bers. Lower liquidity requirements did somewhat reduce
financial sector taxation. Although liquidity ratios are
not needed for prudential purposes in high-income
countries, developing countries have not been able to
upgrade bank supervision and regulation sufficiently to
offset the loss of this buffer.29 In environments where

human capital and supporting institutions are scarce,
simpler rules like liquidity requirements can offer ad-
vantages over more complex ones. 

Free trade in financial services increases the inten-
sity of cross-national regulatory competition. Unfair
and inefficient regulatory strategies become harder to
enforce because firms and citizens of individual coun-
tries observe more favorable regulations elsewhere.
Viewed from this perspective, the globalization of fi-
nancial markets is a process in which increasing inter-
national competition can exert market discipline on
government regulators and restrict the freedom of
politicians and regulatory bodies to use financial insti-
tutions as a conduit for delivering political favors.
Globalization of financial services could also benefit the
poor directly if sufficient attention were paid to im-
proving their literacy and Internet access.

Another benefit of allowing different regulatory
strategies across nations is the scope these differences
offer for experimentation with different ways of re-
sponding to innovative behavior by regulated parties.
Just as the institutions seeking to minimize their regu-
latory burdens may be quite creative in evading pru-
dential regulations such as connected lending limits or
restrictions on foreign exchange exposures, so regula-
tors might benefit from being equally creative in re-
regulating, without being restrained by international
regulatory standards. 

Enhancing efficiency in the financial sector: 

the role of ownership and competition

Developing countries often have concentrated banking
sectors with high levels of state ownership. Figure 4.2
shows that outside North America and Europe there are
very few countries where state banks comprise less than
one-quarter of banking sector assets. The data underly-
ing figure 4.2 imply a strong negative correlation be-
tween the share of sector assets in state banks and a
country’s per capita income level.30

In explaining why public ownership of banks is so
widespread, proponents of state control argue that gov-
ernments can better allocate capital to highly produc-
tive investments. A second argument in favor of state
control is that with private ownership, excessive concen-
tration in banking may lead to limited access to credit
by many parts of society, negatively affecting develop-
ment. A third popular argument is that privately owned
banks are more crisis prone and that public ownership
has a stabilizing effect on the financial system. However,
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recent evidence indicates that greater state ownership of
banks tends to be associated with lower bank efficiency,
less saving and borrowing, lower productivity, and
slower growth.31 There is no evidence that state owner-
ship lowers the probability of banking crises.32

Moreover, the negative effects of state ownership ap-
pear to be more severe in developing countries than in
industrial economies. Industrial country markets pro-
vide greater checks and balances on public owners.
Some of the poor performance of state banks stems
from weak internal incentives. A larger part probably
arises from intervention by policymakers because state
ownership enables officials to use banks as a source of
patronage jobs or to direct credit to supporters.33 The
evidence is clear that state bankers face political con-
flicts that generally result in poor performance.

Although the potential benefits of shifting to private
ownership appear to be large for developing countries,
those countries are also the least institutionally capable
of achieving successful privatization. Bank privatization

can bring about increased competition as credit is in-
creasingly allocated to productive endeavors rather than
politically advantageous ones. As in other sectors, it is
important to encourage competition in the financial
system to reduce costs and encourage innovation. Un-
like the case in most other sectors, however, excessive
competition in banking can erode franchise values and
create an unstable environment. Therefore, increased
competition requires a strong regulatory environment. 

Bank privatization
In a sound regulatory and supervisory environment
with good transaction design, privatizing banks leads
to improved performance. For example, data from the
privatization of 18 provincial banks in Argentina since
1992 show that the balance sheets and income state-
ments of the newly privatized banks began to resemble
more closely those of other private banks. There were
fewer nonperforming loans, administrative costs fell
relative to their revenues, and less credit was extended
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to public enterprises.34 These changes support cross-
country findings that enhanced productivity follows
privatization.35

Successful bank privatization requires an appropriate
transaction design. New owners must know that some
of their own capital is at risk and that the supervisory
authorities will take action in the event that the priva-
tized bank becomes insolvent. This means that a clean
break between the government and the new owners is
necessary for successful privatization. 

New owners must start off with a viable entity. This
means that serious adjustments to state bank balance
sheets must take place before the banks are sold. This
step is especially important, as the public banks that
governments are willing to sell have almost always in-
curred losses over time and are often insolvent. If the
new owner acquires a failing bank, the regulator is far
more likely to show regulatory forbearance. Chile, for
example, lacked the fiscal resources to clean up the
banks’ balance sheets before its large-scale bank privati-
zation in 1975. Subsequent problems were partly at-
tributable to low supervisory capability. But the 1982
crisis also occurred because the new owners and the
government both recognized that the new owners had
assumed insolvent institutions—and both parties to
these transactions therefore expected some regulatory
forbearance. 

Balance sheet adjustments can be accomplished by
replacing nonperforming assets with performing assets,
typically government bonds. Or policymakers can cre-
ate a residual entity to house nonperforming assets and
liabilities not assumed by the purchaser (the so-called
good bank/bad bank solution). Although no strong ev-
idence exists on the superiority of one method over an-
other, the link between the government and the new
owners cannot be credibly severed unless the new owner
truly begins with a solvent institution. Recognizing and
resolving the losses of the state bank will likely involve
substantial fiscal costs. Fiscal planning must therefore
play a part in a successful bank privatization process.

In many instances the key stumbling blocks to suc-
cessful privatization have been reluctance to cede ma-
jority control of banks to private agents and reluctance
to permit foreigners to bid for banks. Developing coun-
tries can reap benefits from foreign entrants in terms of
sector efficiency and stability. 

Among the transition economies Hungary was the
most willing to cede majority control of its banks to for-
eign interests. Hungary has also enjoyed higher eco-

nomic growth rates than its neighbors; some of this bet-
ter performance can be attributed to better-functioning
banks (figure 4.3). Poland was initially reluctant to sell
to foreign interests, and the Czech Republic was slow to
sell controlling shares to any owner, foreign or domes-
tic. Changes in these attitudes help to explain part of
the subsequent improvement in economic growth.36

Dynamics of institutional change: privatization
In environments where regulation and supervision are
weak—a situation that characterizes many developing
economies—it is probably unrealistic to hope that large
shifts in ownership, carried out over a short period of
time, will ultimately prove successful. This does not
mean that developing countries should abandon priva-
tization. Rather, countries should pursue privatization
bank by bank as governments continue working to im-
prove supervisory capability.

Private ownership of banks can also catalyze other
institutional changes. There appear to be important re-
lationships between private ownership and demand for
better financial information, much of which is pro-
vided by supervisory authorities. Markets also monitor
banks better when there is greater private ownership.37

Mexico provides an example. All the banks in Mex-
ico were nationalized in the early 1980s. Pronational-
ization forces stressed the abuses of concentrated own-
ership, which were thought to have contributed to the
1982 crisis by facilitating the outflow of private sector
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savings. It was hoped, therefore, that state ownership,
coupled with strong capital market and exchange con-
trols and credit subsidies for public investment and so-
cial programs, would reduce volatility in the banking
sector.38 However, public banks increasingly became a
source of financing for the public deficit. The banks
also progressively lost both their risk-assessment skills
and a large number of their most qualified personnel.39

Beginning in 1988 with the removal of some interest
and exchange rate controls, the Mexican government
started to liberalize the banking sector, culminating
with the reprivatization of all banks in 1992.

To ensure the success of such a large-scale privatiza-
tion effort, the authorities would have had to be either
very confident in their regulatory and supervisory capa-
bilities or willing to sell to reputable foreign banks. Nei-
ther of those conditions held in the Mexican case. After
widespread failures, beginning with the “Tequila Crisis”
of 1994, the Mexican authorities intervened in many
banks and eventually had to undergo a second round of
privatization in which foreign ownership was allowed.
In 1999 the World Bank extended a Bank Restructur-
ing Facility Loan to Mexico to support pending bank
resolution transactions. The loan helped underwrite the

cleanup, restructuring, and reprivatization of Banco
Serfin, which was purchased by the Spanish bank San-
tander, and also helped facilitate a handful of mergers.

Research results from Argentina indicate that priva-
tization is more likely to occur when the direct benefits
to politicians from banks, such as patronage and subsi-
dized credit to supporters, are low and when financial
constraints on politicians tighten (box 4.7). The episode
illustrates that governments often become locked into
undesirable institutions due to vested interests. In the
case of Argentina’s provincial banks, it took a crisis and
financial assistance from the international financial in-
stitutions to compel provincial policymakers to change
their course. Some provinces still chose not to privatize. 

Market structure
Independence from political decisionmaking can im-
prove governance in the banking sector. Privatization
may be the only way to ensure this effectively. There re-
main questions, however, about the appropriate struc-
ture of the private banking sector. Excessive competi-
tion may create an unstable banking environment,
while insufficient competition may breed inefficiency
or reduced credit access for borrowers. For lack of a bet-
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There is little systematic evidence as to what factors lead
politicians to relinquish state control of banks. The best of the
limited evidence that is available comes from Argentina, where
18 state-owned provincial banks were privatized between
1992 and 1999. Because policymakers in different provinces
were making the similar decision of whether to privatize their
bank, within a relatively short time period and within the same
broad institutional environment, Argentina provides a testing
ground for the forces that drive bank privatization.

The main insights are that provincial policymakers were
more likely to privatize after there was a hardening of their
budget constraints and when funds were available, as part 
of the privatization, to clean up the balance sheets of their
failing banks. The hardening of budget constraints was the
result of the adoption of the Convertibility Plan and associ-
ated revisions to the charter of the central bank. Under the
plan, the central bank’s main role was to protect the value 
of the currency. This meant it could no longer rediscount loans
from provincial banks to the provincial governments. In ad-
dition, the central bank’s lender of last resort capabilities were
severely restricted, which meant that the provincial banks
would have to maintain depositor confidence largely on their
own (for a more detailed discussion, see Dillinger and Webb
1999).

During the “Tequila Crisis,” which began in late 1994 and
continued through early 1995, the weaker banks in Argentina—
including many public provincial banks—experienced dramatic
deposit outflow. To handle this liquidity crunch, these banks re-
ceived short-term loans from other public banks (mainly Banco
de la Nación). After the crisis, however, most of the provincial
banks were not in a position to pay off these loans, and some
were insolvent. The federal government, with assistance from
the Inter-American Development Bank and the World Bank, cre-
ated the Fondo Fiduciario, a trust fund that offered long-term
loans to provinces that agreed to privatize their banks. The loan
proceeds were used to retire the short-term obligations incurred
during the crisis. In this way, provincial bank balance sheets were
cleaned up before privatization (Clarke and Cull 1999a, 1999b).

These were not the only factors that drove privatization de-
cisions. Privatization occurred earlier, for example, where over-
staffing was less severe and where a bank’s performance was
worse (see econometric evidence in Clarke and Cull forthcom-
ing). But incentive changes associated with the Convertibility
Plan and revisions to the central bank charter, together with
the Tequila Crisis and the creation of the Fondo Fiduciario, con-
tributed to the shift in ownership structure in Argentine bank-
ing. Periods of crisis may offer similar opportunities in other
countries with high shares of state ownership in banking.

Box 4.7

The political economy of banking reform



ter measure, bank concentration is often used as a proxy
for the level of competition in the sector. Empirical ev-
idence on the impact of concentration is slowly emerg-
ing, but most of it still comes from industrial countries,
especially the United States.40

It is difficult to generalize about the effects of con-
centration. Conceptually, concentration may intensify
market power and reduce competition and efficiency.
If economies of scale drive bank mergers and acquisi-
tions, increased concentration should imply efficiency
improvements. In addition, larger banks may hold a
more diversified portfolio of assets, which may enhance
sector stability. Large banks, however, may be “too big
to fail” or even too big to be disciplined by bank super-
visors. This means that they may become more lever-
aged and hold riskier assets than smaller banks, since
they can rely on policymakers to assist them when ad-
verse shocks hurt their solvency and profitability. 

Concentration need not reduce competition. In
Canada, for example, where the five largest banks ac-
count for more than 80 percent of all banking assets,
researchers have found no evidence of monopolistic be-
havior.41 Concentrated systems can be competitive if
they are contestable, with the potential for entry and
exit providing market discipline. Recent cross-country
evidence also indicates that greater concentration is not
closely associated with banking sector efficiency, finan-
cial development, or industrial competition.42 Simi-
larly, analysis of bank-level data from 80 countries
shows that concentration has little effect on bank prof-
itability or margins.43

What does the evidence imply for developing coun-
tries, where banking sectors tend to be highly concen-
trated, not very competitive, and in many cases prone
to crisis? Because concentration alone may not be a
good proxy for assessing competition and contestabil-
ity, it is important to complement concentration mea-
sures with measures of entry and exit restrictions them-
selves. The evidence indicates that tighter restrictions
on entry into banking are associated with higher aver-
age interest rate margins and overhead expenditures.44

Additional restrictions on foreign entrants are associ-
ated with lower sector portfolio quality and greater like-
lihood of a banking crisis.45 Evidence on entry restric-
tions suggests that it is the contestability of the market
that is positively linked with bank efficiency and stabil-
ity, rather than the actual level of concentration.

Developing countries appear to suffer from all the an-
ticompetitive disadvantages of concentration while reap-

ing few of the benefits of greater stability. The balance
therefore tips in favor of permitting more entry. If there
are viable local private banks, new entry should proba-
bly be gradual, so that the franchise value of local banks
does not quickly erode, since this could increase insta-
bility. At the least, where high concentration coincides
with substantial state ownership and thus poor perfor-
mance, governments should consider privatization as a
means of making the local market more contestable.

Governments have often created restrictive entry
policies to achieve a balance between competition and
stability. Such policies should not, of course, be a means
of protecting entrenched interests from competition.
Since the competition from other financial institutions
and through other forms of financial intermediation 
is stronger in industrial country markets, some have
argued for less restrictive entry rules in developing coun-
tries.46 Moreover, since the evidence indicates that bank-
ing sectors in developing countries tend toward concen-
tration and a lack of competition, liberalizing entry
policies appears to offer potential benefits. All countries
must maintain some limits on entry for prudential rea-
sons. Restrictions should not be lifted so rapidly that ex-
isting banks’ franchise values are suddenly wiped out.
The entry process must therefore be managed over time
and be transparent. Some countries might benefit from
establishing a firm timetable for liberalization, made
binding through domestic laws and regulations and pos-
sibly backed up by international agreements.47 Similarly,
because some failures are inevitable, governments need
to establish transparent rules for bank exit—that is, for
intervention and resolution (box 4.8).

How foreign entry and e-finance can change the

nature of financial markets

Financial globalization has its benefits, but it also in-
creases risks. Many of these were discussed in World De-
velopment Report 1999/2000: Entering the 21st Century.
Most developing countries are too small to be able to
afford to do without the benefits of access to global fi-
nance, including the use of the financial services of for-
eign financial firms. This section focuses on the impact
of foreign bank entry and the implications of new de-
velopments in technology and communications.

Foreign bank entry
In a number of developing countries, there has recently
been a big increase in the share of banking assets con-
trolled by foreign companies (figure 4.4). Most of this
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foreign entry has been through the acquisition of do-
mestic banks in the host country. For example, since the
mid-1990s Banco Santander Central Hispano (BSCH)
and Banco Bilbao Vizcaya Argentaria (BBVA) have
spent about $13 billion to purchase control of 30 major
banks in Latin America. Those banks have $126 billion
in assets—almost 10 percent of the region’s banking as-
sets, or 7.5 percent of regional GDP.48

Foreign banks tend to enter countries that have
strong business ties with their home country.49 While
foreign banks tend to follow their clients abroad, there
is also evidence that they are attracted to countries with
large banking markets and high growth rates, which pro-
vide profitable opportunities.50 This suggests that they
seek out local profit opportunities and thus do not ex-
clusively follow clients abroad. Even after accounting for
the attractiveness of the destination market, however,
some countries still have relatively little foreign bank
presence. Much of the explanation lies in restrictive entry
policies that limit competition from foreign sources.51

The steady increase in foreign bank assets in devel-
oping countries raises questions about the potential
benefits, costs, and risks associated with international
banking. Foreign banks may create competitive pres-
sures that stimulate efficiency, innovation, and stronger
supervision and regulation. Through these channels,
liberalizing restrictions on foreign bank entry can im-
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Strong capital and adequate monitoring alone can fail to
curb moral hazard problems sufficiently if exit mechanisms
do not work properly. Bank exit is the strongest disciplin-
ing device. Detailed studies of Latin American countries
provide some general lessons regarding reform of bank
failure resolution frameworks.

Tighten access criteria to liquidity of last resort. In par-
ticular, overgenerous (that is, automatic, unlimited, and un-
collateralized) central bank overdraft facilities should be
phased out.

Reinforce prompt corrective regimes. Prompt correc-
tion can in part take the form of increasingly tight enforce-
ment measures and restrictions on bank activities, to be
applied automatically as the shortfall in capital ratio relative
to the required level grows larger.

Avoid bank interventions that give rise to risks from co-
administration. In other words, there should be a clear defi-
nition of the rights of shareholders. This is a problem with
arrangements under which the supervisory authority as-
sumes the administration (directly or via delegation) of an
open bank that is still the property of its shareholders. Such
arrangements implicitly invite shareholders to argue in law-
suits that the bank was ruined by the authorities.

Introduce efficient resolution techniques for a closed
bank. In Argentina, to preserve asset value, assets of failed
banks are immediately transferred to a trust administered by
a sound bank, under a contract that provides incentives for
maximum value recovery. To minimize contagion risk, as
many deposits as possible are swiftly transferred (say, over
a weekend) to other banks in the system, which receive, in
compensation, participation in the asset trust. 

Restrict the use of premium-based deposit insurance
funds to closed-bank resolution. In some instances public
agencies have purchased shares of (that is, injected capital
into) a troubled open bank after its shareholders’ equity was
fully written off or substantially diluted. Ongoing reforms 
in the region seek to ensure that deposit insurance funds
cannot be used to finance this sort of bank intervention/ 
nationalization, from which governments have typically
found it difficult to extricate themselves.

Source: de la Torre 2000; Burki and Perry 1998.

Box 4.8

Strengthening bank exit mechanisms: 

lessons from Latin America
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prove the quality of financial services, boost economic
growth, and reduce financial fragility. At the same time,
foreign banks may facilitate the flows of international
capital that suddenly withdraws from these markets for
home-country reasons. Foreign-owned banks may over-
whelm the capabilities of domestic regulators if their
home countries also have weak supervisory and regu-
latory capacity.52 There have also been concerns that
the entry of foreign banks may be associated with less
finance for the more disadvantaged segments of the
economy, including smaller firms.

Recent evidence across many countries indicates that
foreign bank presence is, in fact, associated with lower
profitability and lower overhead expenses and interest
margins for domestic banks. This suggests that foreign
entry improves sector efficiency.53 Moreover, evidence
from Argentina indicates that foreign banks exerted
competitive pressure on domestic banks, especially
those focused on mortgage lending and on manufactur-
ing.54 As described in the previous section, restrictions
on foreign entry are associated, on average, with lower
loan portfolio quality and greater sector fragility.55

These efficiency improvements depend on the market
that is entered and on the type of entrant. Empirical evi-
dence indicates that foreign entrants are no more effi-
cient than domestic ones in countries where banking sec-
tors are well developed.56 In countries with less-developed
sectors, that result is reversed. Cross-country evidence in-
dicates that reputable foreign entrants are more efficient
than local competitors.57 Country-level evidence from
Argentina, Colombia, Greece, Hungary, Portugal, and
Spain also indicates that foreign entry (typically from
more industrial countries) has led to substantial gains in
terms of efficiency.58 The main conclusion is that the
beneficial effects of foreign entry appear to be far more
pronounced in developing countries, where local banks
typically have high overhead costs and low profitability
relative to entrants.59 In developing countries, foreign
banks’ technological and efficiency advantages seem to
be strong enough to overcome informational disadvan-
tages they may have in lending or raising funds locally. 

The arrival of reputable foreign banks is also gener-
ally associated with an improvement in prudential reg-
ulations. Foreign banks bring better accounting and in-
formation disclosure standards, since they adhere to
their home country regulations. Furthermore, if local
banks want to establish a reciprocal presence in indus-
trial countries—to be able to match the range of ser-
vices foreign banks are offering their local clients—they

must obtain licenses abroad. The need to satisfy the
host countries that their home country regulation is ad-
equate puts pressure on local regulators to upgrade their
prudential regulations, as has happened in Mexico in
the context of the North American Free Trade Agree-
ment (NAFTA). Among the foreign entrants, some
may also prove unsound, as illustrated by the failure 
of the Bank of Credit and Commerce International
(BCCI), which was widely established in both develop-
ing and industrial countries. These considerations are
another reason for strengthening prudential regulation
and providing a better financial infrastructure. 

There are also potential risks in foreign bank entry.
One concern is that rapid foreign entry could erode the
franchise values of domestic banks and therefore be
destabilizing. This may require a transition period, to
allow time for efficiency adjustments in the domestic
sector and for improvements in prudential regulation
and supervision. However, the available evidence indi-
cates that foreign bank presence actually reduces the
probability of systemic crisis in the banking sector.60

In addition, there is evidence that during the Tequila
Crisis private foreign banks in Argentina maintained
higher loan growth rates than either the domestic pri-
vate or the state-owned banks.61

Similarly, European banks have been very active in
transition economies, and the expansion of Spanish
banks into Latin America has led to policy concerns
about increased foreign ownership in the banking in-
dustry.62 So far, the benefits associated with entry ap-
pear to outweigh the risks associated with concentrated
foreign ownership. 

Another concern with foreign bank entry has been
its potential impact on lending to small and medium-
size enterprises (SMEs). If foreign banks dominate do-
mestic banking systems, this might reduce the access of
SMEs to finance, owing to information problems. But
this problem is unlikely to be severe because foreign
firms tend to enter by acquiring local banks and because
competition from more efficient foreign banks may
force local banks into new market niches, such as SME
lending, where they have a comparative advantage. 

The detailed evidence available from Hungary indi-
cates that foreign banks are heavily involved in retail
banking, in both deposit taking and consumer lending.
There is also evidence that foreign competition has
compelled some domestic banks to seek new market
niches (box 4.9). In the Argentine experience, banks ac-
quired by foreign banks did not at first emphasize con-
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sumer or mortgage and property lending. But they soon
entered the mortgage business aggressively, driving
down local banks’ profit margins on this business.63

E-finance and alternative forms of entry 
Developments in computing and communications
technology are reshaping the way in which financial ser-
vices are delivered worldwide. Technology is starting to
allow consumers in developing countries to access some
financial services on terms comparable to those avail-
able to consumers in advanced countries (box 4.10).
For example, the growth of the Internet will make di-
rect international financial transactions available even
to small firms and individuals.64 The speed of these de-
velopments and the extent to which they will displace
the need for local presence of markets and financial in-
termediaries is unclear, but this issue is most pressing
for the smallest developing countries.

Certain basic conditions are necessary before tech-
nological developments can provide widespread bene-
fits. These include literacy (chapter 1) and electricity
and telephone service (chapter 8). Also, some services
that require face-to-face contact and established rela-
tionships between provider and user are crucial. But

while some services have to be provided locally, tech-
nology has the potential to facilitate the efficient entry
of other service providers. 

Policymakers in developing countries need to realize
that electronic entry may rapidly erode the franchise
values of domestic financial institutions and make it
much harder to erect the kinds of barrier that are possi-
ble in the case of physical entry. Thus, it is important
to develop effective exit policies so that weakened finan-
cial institutions can leave the market before they pose
serious systemic risks. In addition, increased access to
foreign financial services is likely to entail increased use
of foreign currencies, which will accentuate the risks of
exchange rate and interest rate volatility for countries
that have their own currency.65 The increased complex-
ity of financial instruments being offered by the finan-
cial system and the ease with which fraudulent services
can be offered over the Internet also increase the risks
posed by criminal activities in financial markets. This
underlines the need for greater prudential alertness. 

How to enhance access to financial services

Whether they are based in New York or Nairobi, lenders
need some assurance that they will be repaid. No mat-
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By allowing foreign banks to set up new operations and by pri-
vatizing its large commercial banks, involving strategic foreign
investors, the Hungarian government has permitted foreign
banks to penetrate more deeply and more quickly into its bank-
ing sector than has any other transition country government. 

Within a relatively short period, the ownership structure of
Hungarian banking has been completely overhauled. Despite
some initial dislocation, service provision has slowly widened
and improved. Notably, not all foreign banks have pursued the
same objectives or clientele. Many are active in retail banking,
in both deposit taking and lending to households.

At the end of 1999, banks in which foreign interests owned
more than 50 percent of equity accounted for 56.6 percent 
of total banking assets, up from 19.8 percent in 1994. If the
threshold level for foreign control is lowered to 40 percent of
equity, the figure increases to 80.4 percent of total assets.

In 1990, under the communist system, Orszagos Takarek-
penztar es Kereskedelmi Bank (OTP) held 98.4 percent of all
loans to households and collected 93.2 percent of all primary
deposits. By 1999 the reorganized OTP retained only 52.4 per-
cent of household deposits and 55.7 percent of household
credits. The combined share of deposits of the largest six
banks—four of which are foreign owned—declined from 99.4
percent in 1990 to 84.6 percent in 1999. The share of house-
hold credit fell from 99.4 percent to 66.4 percent, which indi-

cates that the small and medium-size banks—most of which
are foreign owned—made important inroads into retail bank-
ing. Both the domestic banks purchased by foreigners and the
foreign greenfield operations made gains in retail banking.
However, the greenfield banks did so earlier (see figure 4.3).

Banks have also actively sought specific market niches. For
the most part, small banks use the household deposits that
they collect to lend to other households, while larger banks use
them to support other types of lending, such as commercial
loans. With respect to intermediation, foreign greenfield banks
return 23 percent of their deposits to the household sector in
the form of loans, up from 9.9 percent in 1996. By contrast, pri-
vate domestic banks return only 16 percent to the household
sector, down from 18 percent in 1996.

Starting from a low level of checking accounts, Hungary
“leapfrogged” that medium of payment and moved directly to
electronic bank cards. Among transition countries in the region,
Hungary had the second-highest number (after Slovenia) of
Visa and Europay cards, at 358 per 1,000 inhabitants in 1999.
The figures for the Czech Republic and Poland were 208 and
181, respectively. During this same period the number of
ATMs increased by three and a half times, although about one-
third of all ATMs are in Budapest.

Source: Bonin and Abel 2000.

Box 4.9 
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ter how developed a country’s financial system is, infor-
mation problems about credit quality and the relatively
high fixed costs of small-scale lending may limit access
to financial services for poor people and for SMEs. 

Where formal mechanisms are absent, microfinance
institutions and informal group lending institutions such
as rotating savings and credit associations (ROSCAs) are
well known for their use of group lending and peer mon-
itoring as reputational mechanisms to ensure payment
and overcome information and enforcement problems
(chapters 2 and 9). Their design features and potential
benefits have been discussed in past World Development
Reports.66 In these institutions, reputation serves as a sub-
stitute for collateral. 

But enforcement mechanisms that rely solely on rep-
utation tend to limit the number of participants in mar-
ket activities. And local groups often suffer from the
same shocks, making insurance difficult. There are lim-
its to the benefits that informal credit associations can

provide. To a lesser extent, the same limitations apply to
microfinance programs. To expand the pool of investable
resources, improve their allocation, and offer better op-
portunities for risk diversification, borrowers and firms
typically need funds from a wider pool of providers.

This section provides examples of institutions that
spur financial sector development by improving in-
formation flows or facilitating dispute resolution. Im-
proving the collateral laws and establishing collateral
registries, so that borrowers and lenders have clearly de-
fined rights in the event of default, are effective ways of
expanding access for those who currently do not have
access to financial markets. Another way to improve ac-
cess is to improve the availability of information on
small borrowers. Credit registries, which collect infor-
mation on payment histories, allow potential borrow-
ers to use their good credit records to secure finance.
Computerized credit-scoring models are already lower-
ing the costs of collecting and analyzing such informa-
tion. These vehicles for depersonalized credit mobiliza-
tion point to concrete steps that governments can take
to facilitate broader access to credit.

Traditional collateral law
A solution to the problem of access to credit, particu-
larly for poorer people and for SMEs, is for a borrower
to pledge assets that lenders find valuable as collateral.
In the event of default, the lender seizes the collateral.
While that concept is simple, establishing the types of
permissible collateral, the priority of claimants, and
workable enforcement and recovery mechanisms in the
case of default can be very difficult. 

First, countries may have several laws that cover se-
cured transactions. As long as there is some method of
assigning priority in laws, this may not be a problem.
In developing countries, there is often no such method.
Efficient enforcement of collateral law requires recog-
nition that individual laws must work together within
a broader framework. Difficulties arise in creating a se-
curity interest because laws may not anticipate many
developments in terms of economic transactions, eco-
nomic agents, or types of property. Laws may limit who
can lend and what type of property can serve as collat-
eral. They may limit the means for identifying the col-
lateral by requiring a detailed description of each item
of an inventory. Laws may also limit the use of future
assets as collateral, such as claims on growing crops. All
these factors may prevent private lenders from financ-

     

Internet and wireless communications technologies are
having a profound effect on financial services. Using credit-
scoring and other data-mining techniques, for example,
providers can create and tailor products over the Internet
at very low cost. They can better stratify their customer
base through analysis of Internet-collected data and allow
consumers to build preference profiles online. This per-
mits personalization of information and services. It also al-
lows more personalized pricing of financial services and
more effective identification of credit risks. At the same
time, the Internet allows new financial service providers
to compete more effectively for customers because it
does not distinguish between traditional “bricks and mor-
tar” providers of financial services and those without phys-
ical presence.

The lowering of scale economies has increased com-
petition, particularly among financial services that can be
easily unbundled and commoditized through automation.
These include payment and brokerage services, mortgage
loans, insurance, and even trade finance. Most of these
services require limited capital outlays and no unique tech-
nology. Lower transaction costs can substantially increase
competition among providers and cost savings for con-
sumers. Commissions and fees fell from an average of
$52.89 a trade in early 1996 to $15.67 in mid-1998. By
mid-2000 some online brokerage services had reduced
their commissions to zero.

Source: Claessens, Glaessner, and Klingebiel 2000.

Box 4.10
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ing transactions because they cannot be sure that the
security agreement they write is legally valid and en-
forceable in court. 

A lender’s willingness to accept collateral depends on
enforcement: the prospects for seizing it and selling it
quickly in the event of default and then applying the
proceeds from the sale to the outstanding balance of 
the loan. When borrowers cannot use their assets as col-
lateral for loans and cannot purchase goods on credit
using those same goods as collateral, interest rates on
loans tend to be higher to reflect the risk to lenders. 

In many developing countries, where legal and reg-
ulatory constraints make it difficult to use movable
property as collateral, high interest rates make capital
equipment much more expensive for entrepreneurs rel-
ative to their counterparts in industrial countries. Many
businesses postpone capital investment, which reduces
productivity and keeps incomes low. Annual welfare
losses caused by barriers to secured transactions have
been estimated at 5 to 10 percent of GDP in Argentina
and Bolivia.67 Land is an obvious collateral asset (chap-
ter 2). The benefits of expanding the range of permis-
sible collateral options to include movable assets—such
as automobiles, machinery, farm equipment, and live-
stock—are substantial. In the United States, for exam-
ple, about half of all credit is secured by some kind of
movable property. Roughly two-thirds of all bank loans
is secured by either movable property or real estate, and
nonbank institutions that lend against movable prop-
erty, such as leasing and finance companies, do almost
as much lending as banks.68

The key problem with movable property as collat-
eral is that the lender faces a constant threat that it will
disappear. Supporting institutions are necessary to man-
age this risk. For example, perfection—the establish-
ment of the rank of priority of the claim against the col-
lateral—is a crucial element of any secured transaction.
Countries may differ as to how priority is determined
for different instruments and transactions, but the issue
is to set rules for defining priority. Fragmented legal
frameworks (which lead to priority conflicts) still exist
in many industrial countries, but in most Western Eu-
ropean countries extensive jurisprudence or case law
over the last 100 years has established priority rules
among different claims. Similar processes relying on the
judiciary may evolve in developing countries. One way
in which developing country policymakers may sim-
plify and speed up the process is by adopting a frame-

work that establishes clear priority. In addition, for
lenders to be able to assess the risk of a transaction,
there need to be reliable and easily accessible registries
of all security interests in collateralized assets. 

Laws must be flexible enough to permit borrowers
to use the assets that they have as collateral. In Ar-
gentina, Bolivia, El Salvador, Guatemala, Honduras,
and Nicaragua the law calls for a specific description of
any property that is pledged to secure credit.69 Pledges
against cattle must therefore identify the individual
cows pledged—by the numbers tattooed on them, for
example. In the event of default, this can cause serious
problems, as the lender must ensure that the cattle des-
ignated in the pledge are the ones seized. 

In industrial countries a binding pledge can be based
on a security interest in, say, $200,000 worth of cattle.
In the U.S. state of Kansas, for example, this more flexi-
ble method makes cattle the preferred collateral for bank
loans, followed by machinery and real estate.70 This is
not only because such pledges are easy to verify but also
because cattle that secure a loan in default in Kansas can
be repossessed and sold, without judicial intervention,
within one to five days. The appropriate legal framework
and the threat of predictable court rulings can be enough
to supplant real estate as the preferred form of collateral.
The inherent liquidity of some types of movable prop-
erty makes them ideal candidates for collateral. 

The specifics of appropriate collateral systems across
developing countries may vary, but this appears to be
an area where policymakers can take concrete steps to
expand access to credit. The first task is to establish
what assets people, and the working poor in particular,
actually own. Even the very poor often have movable
property that could serve as collateral—such as equip-
ment, tools, gold and silver jewelry, and inventories of
goods to sell. The second step is to determine what legal
framework would support their use as collateral. This
could enable poor people to purchase equipment and
tools on credit, using only those goods as collateral, or
to use their existing stocks of goods (including inven-
tories) as security for loans. The third step is to publish
priority through public registries, so that lenders can
establish their claims on pledged assets. 

Registry frameworks for secured interests should re-
quire only notice that a security interest exists, rather
than details of the entire contract. Notice filing systems
should probably transfer to lenders the responsibility for
the legality and validity of the security agreement, in-
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stead of giving such responsibilities to registry func-
tionaries. Eliminating government legal review and gov-
ernment guarantee of the legal validity of security inter-
ests that are filed would also tend to simplify procedures.
In addition, policymakers may eliminate tax and notary
fees for filing and retrieving information, while provid-
ing for direct and full public access to the filing systems
for reading and copying filed information. 

Registries of secured interests can be publicly or pri-
vately operated. Both private and public suppliers,
when exposed to competition, have incentives to im-
prove quality, cut costs, and lower prices to increase the
volume of business and the coverage of their registry.
Determining the appropriate number of competing en-
tities would appear to be better left to the market, pro-
vided there are no other public policy objectives that
would be ignored by private providers. In private sys-
tems with many suppliers, lenders may have to search
multiple collateral registries. But this concern may be
less severe than having a monopoly provider with little
incentive to provide accurate information. 

Efforts to educate judges about the new collateral law
and the priority of claims as reflected in the registry
would result in more predictable rulings. That pre-
dictability, in turn, should imply less recourse to the
courts, which should facilitate greater secured lending.
In countries with weak judicial systems, it may make
sense to rely on methods of private enforcement that
shift out of the courts the bulk of the work of repossess-
ing and selling collateral. A simple procedure could be
added in the enforcement chapter of the secured trans-
actions law whereby a creditor, under his own liability,
may request a judge or other public official to order the
seizure of collateral. Such a judge or official need not
rule on the underlying debt. El Salvador, for example,
has considered introducing this procedure. The United
States and Canada use creditor-controlled repossession
and sale of collateral, rather than judicially administered
repossession and sale. Some Western European nations
have emphasized judicial reform. This is a longer-term
process, particularly in developing countries. Notaries
in Spain have the power to seize property, for mortgages,
without a court order and without the presence of court
officials. In Jamaica a vendor’s bailiff authorized by the
court may be able to act on behalf of a particular ven-
dor to repossess property that belongs to the vendor
under the terms and conditions of a bill of sale or a hire-
purchase agreement. In this case, because the bailiff has

permission from the court, court officials need not be
present at the time the property is being seized.

Technology may make it easier to overcome other
institutional weaknesses. For example, while many in-
dustrial countries took years to develop filing systems
with clear rankings of priority of claims, developing
countries could conceivably rely on simple databases
and Internet-based systems, instead of manual confir-
mation and highly secure archival systems.71

Credit registries and credit reporting agencies
Credit access could further expand if potential borrow-
ers could use reputation, as summarized in their pay-
ment histories, to secure funds from lenders that they
do not personally know. For credit registries to function
properly, at least two conditions must be met. First,
some individual or group must recognize that there is
potential value in collecting credit history information.
Most often, it has been private firms that have found
commercial benefit in providing information to lenders,
although some public credit registries do exist.72 Sec-
ond, borrowers must recognize that it is in their inter-
est to provide truthful information to creditors through
the registry. All credit information–sharing devices ne-
cessitate the loss of a certain amount of privacy for po-
tential borrowers. 

An accurate registry can provide borrowers with
strong incentives to honor their debt obligations be-
cause those that do not will damage their reputations
and therefore curtail future access to credit. Credit reg-
istries use reputation to enhance enforcement in the
same way as informal networks, but they have access to
a wide variety of actual and potential business partners.
In addition, by providing reliable information, reg-
istries can increase access to credit for underserved seg-
ments of society (box 4.11).

Many credit registries are run by credit-reporting
agencies (CRAs), private third-party providers that make
information available not just to members of an exclu-
sive industry group but to any creditor willing to pay
their subscription fee.73 By equalizing access to infor-
mation, CRAs enlarge the pool of creditors, enhance
competition among them, and lower the prices of fi-
nancial products. Moreover, agents are made more mo-
bile, as registries reduce the cost of severing established
lending relationships and seeking better opportunities.
Indeed, this sort of information sharing is most valu-
able in large markets with high borrower mobility and
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heterogeneity.74 Increases in the size of the community
and open borders or increased competition, which are
likely to bring new entrants to the business community,
are likely to enhance demand for these registries.

One way to expand credit reporting and thus access
to funds is through competition between private reg-
istries. Competition between companies expanded the
scope of private registries in the 19th century United
States.75 Public institutions can also perform a role.
Germany, for example, established the first public credit
registry in 1934, followed by France in 1946, Italy and
Spain in 1962, and Belgium in 1967. Since 1989, 12
of 56 nations surveyed reported that they had created a
public registry; 9 of them were in Latin America.76 But
public registries tend to be tools for supervisors to mea-
sure the health of individual financial institutions, and
they often provide less complete information on bor-
rowers than private agencies. In many countries the
public registry functions as a kind of “negative list” or

enforcement device, and data on defaults or late pay-
ments are erased once they have been paid. Also, many
nations distribute only current data, such as data for
the previous month, so that the public registry does not
offer a complete history of a borrower’s credit behavior.
A study based on cross-country surveys concludes that,
rather than being substitutes, public and private reg-
istries tend to be complementary parts of a nation’s
credit reporting system.77

There already has been substantial recent entry by pri-
vate credit-reporting agencies into developing countries.
In a recent survey of private credit registries, 25 of 50 re-
spondents began operating their registries since 1989,
with heavy entry in Latin America and Eastern Europe.78

This suggests a role for governments as facilitators rather
than as the actual administrators of registries. 

As facilitators of registries, governments need to pro-
vide an environment where individuals and firms find
it in their interest to provide truthful credit histories.
Concrete steps include standardizing accounting pro-
cedures and improving tax administration to bolster the
reliability of financial statements. One study found that
survey respondents from credit reporting agencies in
China and Kenya noted that many businesses do not
follow accounting law in preparing financial statements
and that many avoid taxes through secret bank ac-
counts or by keeping multiple sets of books.79 Respon-
dents to the same survey from Russia and Mexico noted
that many individuals and business owners are reluc-
tant to provide truthful information about their finan-
cial situation because of fear of crime. Governments,
therefore, must provide a general level of security for
their citizens before credit registries can function well. 

Policymakers also need to confront concerns over
privacy. Distinctions between consumer and business
credit are important. Less restricted flow of informa-
tion is likely to be more important for business credi-
tors, whose loans tend to be much larger, and for whom
timeliness in reaching a lending decision is more criti-
cal. Because businesses are often both creditors and
borrowers, they are more likely to understand the prin-
ciples and risks involved and so are unlikely to require
the same level of legal protection as consumers.80 The
courts need to enforce privacy laws in a timely and pre-
dictable manner, however a country’s government de-
cides to resolve privacy issues.

A number of related developments make it more
likely that credit registry information can assist the work-
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Information sharing through credit registries is especially
useful in large markets with high borrower mobility and
heterogeneity, as in the case of the United States in the
19th century, when private credit registries took hold.
Their rapid growth owes much to network externalities.
As information on more and more debtors was amassed,
the value of the registries to potential creditors grew, mak-
ing it easier to transfer funds over ever-greater geographic
and social distances. 

While credit registries offer the greatest benefits in
mobile, heterogeneous societies, there are potential ben-
efits in almost all developing countries, especially those
mired in a credit culture characterized by nonpayment. In
addition, registries can benefit large segments of the pop-
ulation that have never enjoyed access to credit.

The credit-reporting agency system requires that busi-
ness owners agree to scrutiny of past behavior, including
personal spending habits. During the latter decades of the
19th century, Americans’ initial suspicion gave way to wide
acceptance. As the practice spread, the business press af-
firmed the agencies’ usefulness, and courts further ad-
vanced acceptance by generally ruling in the agencies’
favor. Although some Americans still see registries as an
intrusion on their privacy, their development is partly re-
sponsible for the widespread access to credit that charac-
terizes the U.S. market.

Source: Barron and Staten 2000; Olegario 2000, World De-
velopment Report 2002 background paper; Vose 1916.
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ing poor in developing countries. In Hungary, for exam-
ple, all credit registry information has been computer-
ized. This makes it easier for intermediaries to assess the
creditworthiness of potential borrowers. Moreover, the
foreign banks that are entering many developing coun-
tries may be more inclined to use this information. These
foreign banks tend to have standard credit-scoring mod-
els for certain types of loans. Local banks will likely
mimic these models within a short time. 

The collection, processing, and use of borrowing
history and other information relevant to household
and small business lending is a rapidly growing activity
in both the public and private sectors. Computer tech-
nology is greatly reducing unit costs in this area and im-
proving the sophistication with which that data can be
employed to give an assessment of creditworthiness.
The poor can potentially benefit from these develop-
ments, but the fullest benefits will materialize only if
basic preconditions such as literacy and access to the
Internet are met. Without also improving the human
capital of the poor, technological advances in provision
of financial services will not be as empowering a force
as they could be. 

Conclusions

Financial development leads to growth and poverty al-
leviation. Policies are likely to be more effective if di-
rected at improving the legal and regulatory environ-
ment to ensure efficient delivery of financial services,
rather than at the structure of financial markets them-
selves. The importance of secure rights for investors
and of the overall efficiency of contract enforcement
mechanisms is key. Openness to trade, and to foreign
entrants and competition, tends to contribute to the
development of financial institutions regardless of 
a country’s legal origin, colonial history, or political
system.

Financial regulation today mostly focuses on improv-
ing the informational efficiency of financial markets. To
be effective, these regulations need to be enforced. En-
forcement becomes much easier if the regulation is
incentive-compatible, that is, if it encourages and makes

use of the monitoring and disciplining ability of market
participants. In addition, an essential element of improv-
ing the quality and effectiveness of market discipline for
financial institutions is ensuring the accuracy and avail-
ability of information on the operations of these institu-
tions. Countries with poor information and human re-
sources that face problems in monitoring and enforcing
regulations such as capital standards may still benefit
from additional buffers—such as liquidity requirements
or prompt corrective action rules—that are easier to ob-
serve and enforce. Middle- and high-income countries
may do better by complementing these standards, for
example, through the use of subordinated—that is,
uninsured—debt provided by market actors.

Mounting evidence on costs of public ownership
highlights the need for bank privatization, especially in
low-income countries where state ownership is high.
But the evidence also indicates that it is important to
complement bank privatization by institutional changes
which strengthen the overall incentive environment and
prepare the state banks for sale. Simple ownership
change without institutions to foster the right incentives
in new owners will not lead to a more efficient sector.

Instead it will lead to misallocation of resources and
will endanger financial stability. Resource allocation af-
fects poor people through negative effects on growth.
Financial instability and crises also hurt poor people.
In terms of foreign entry, existing evidence does not in-
dicate that such entry, either de novo or through pur-
chase of an existing domestic bank, has adverse con-
sequences. In fact, such entrants bring competition,
which improves efficiency and can also strengthen the
demand for better institutions to support banking. 

Information problems and the relatively high fixed
costs of small-scale lending may limit access to finan-
cial services by the poor, and by small or micro enter-
prises. Improving the collateral laws and establishing
collateral registries are effective ways of expanding ac-
cess. Credit registries that collect information on pay-
ment histories can improve information flows on small
borrowers and allow potential borrowers to use their
good reputation to secure finance.
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MANY OF THE INSTITUTIONS THAT SUPPORT MARKETS ARE PRO-

vided by the state. The ability of the state to provide these institutions—often referred

to as governance—is therefore fundamental to vibrant and broad-based markets. Chap-

ter 5 on Political Institutions and Governance discusses how political institutions shape

governance around the world by setting limits on the ability of the state to exercise its

power arbitrarily. This broad theme also runs through chapter 6 on The Judicial Sys-

tem, which examines the determinants of the efficiency of the judiciary and emphasizes

the importance of judicial accountability and independence from political pressures.

Chapter 7 on Competition stresses the central role of competitive pressures in creating

well-functioning markets, the institutions that support or undermine competition, and

the role of competition in spurring institutional change. Chapter 8 on Regulation of

Infrastructure takes up the interplay between competition and regulation in ensuring

that the market for infrastructure services operates fairly and is accessible to all.





In framing a government to be administered by men
over men, the great difficulty lies in this: you must first
enable the government to control the governed; and in
the next place oblige it to control itself.

—James Madison, 1788

Many of the institutions that support markets
are publicly provided. The ability of the state
to provide these institutions is therefore an

important determinant of how well individuals behave
in markets and how well markets function. Successful
provision of such institutions is often referred to as
“good governance.”1 Good governance includes the cre-
ation, protection, and enforcement of property rights,
without which the scope for market transactions is lim-
ited. It includes the provision of a regulatory regime
that works with the market to promote competition.
And it includes the provision of sound macroeconomic
policies that create a stable environment for market ac-
tivity. Good governance also means the absence of cor-
ruption, which can subvert the goals of policy and un-
dermine the legitimacy of the public institutions that
support markets.

Good governance matters for growth and poverty re-
duction. Many studies have documented strong associ-
ations between per capita incomes and measures of the
strength of property rights and the absence of corrup-
tion. To a certain extent, this reflects the greater capac-
ity of rich countries to provide good institutions. But
recent findings also point to a strong effect running
from better governance to better development out-
comes.2 There is evidence that excessive regulation
undermines economic growth. There is also evidence
that poor macroeconomic policy and restrictive trade
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regimes adversely affect a country’s growth perfor-
mance.3 Through its powerful effects on overall eco-
nomic growth, good governance is therefore central to
the goal of poverty reduction. Moreover, several dimen-
sions of poor governance—notably corruption and
high inflation—impose costs that fall disproportion-
ately on poor people.4 Improvements in these dimen-
sions of governance may be especially important for
poor people.

Good governance requires the power to carry out
policies and to develop institutions that may be un-
popular among some—or even a majority—of the
population. Public officials cannot enforce property
rights without the ability to try, judge, and punish
those who do not respect those rights. The state can-
not provide costly public goods without the power to
tax individuals and companies to raise public revenues.
Public officials cannot promote competition without
the power to enforce regulations against monopolistic
abuses. They cannot provide a stable macroeconomic
environment without the power to see the state’s poli-
cies implemented.

There is a tension in the development of the mod-
ern state between ensuring that public officials have
sufficient power to deliver good governance and ensur-
ing that they are constrained from using this power ar-
bitrarily in the interests of the privileged few.5 When
they are not constrained, their ability to provide the in-
stitutions that support markets—by increasing access
to information, enhancing competition, and enforcing
contracts—is impaired. This is particularly important
in the case of the protection of property rights, where
the formal establishment of such rights has little effect
in the absence of a credible commitment by the state
to respect and enforce them.





Political institutions help determine limits on the ar-
bitrary exercise of power by politicians and bureaucrats.
They do so by delineating property rights between the
state and the private sector and providing for their en-
forcement. A historical example of this can be found in
the changes in political institutions in 17th century
England, which placed limits on the power of the
Crown to expropriate property and so contributed to
the security of private property (box 5.1). Political in-

stitutions also influence the extent of competition in the
political process and the extent to which this competi-
tion holds politicians accountable for their actions. For
example, delegating responsibility to local governments
can influence the incentives for competition between
jurisdictions to provide improved public goods.

This chapter considers a wide variety of political in-
stitutions that, among other things, affect the behavior
of public officials. In formal democracies, which con-
stitute a growing share of the world’s countries, politi-
cal institutions include the electoral rules that lay out
the procedures by which governments are elected and
replaced. They also include the constitutional rules that
determine the division of power between the executive
and legislative branches of government—and the lim-
its on the power of each. In all countries, political in-
stitutions and traditions delineate the division of power
between central and local governments and the assign-
ment of responsibilities to different agencies within the
government. These institutions may be formal (such as
electoral rules), or they may be informal (for example,
the role of shared beliefs among members of the same
political party in shaping behavior). There are also im-
portant interactions between political institutions. For
example, the credibility of autonomous agencies will
depend on the extent to which other political institu-
tions limit the power of governments to revoke the
agencies’ independence in the future.

Institutions that limit the state’s capacity for arbi-
trary action will improve its ability to provide institu-
tions that support broad-based markets. But too often
among the poorest countries in the world, the ability
of the state to provide market-supporting institutions
is hampered by the absence of effective restraints on
public officials. This illustrates the broader theme that
runs through this Report of complementarities among
institutions: policymakers need to adjust institutional
designs to take these complementarities into account.
For example, in the absence of effective checks and bal-
ances in the political process, independent regulatory
agencies will be independent in name only. When state
capacity is weak, simpler and less discretionary regula-
tion is less likely to be undermined by corruption. And
when central government control is ineffective, the po-
tential benefits of greater decentralization and compe-
tition among jurisdictions may not be realized. 

No single set of political institutions can successfully
support market institutions everywhere and at all levels
of development; this points to the importance of inno-
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In England in the early 17th century, the Stuart monarchy,
to finance its expenditures, increasingly resorted to
“forced loans”—where the lender had no recourse if loans
were not repaid. This practice was one of many highly vis-
ible signs that the regime had no commitment to protect-
ing property rights. Other indications included outright
confiscation of land and funds, forced public procurement
at below-market prices, a willingness to remove judges
who ruled against the Crown, and the sale of monopoly
rights over various lucrative economic activities. This arbi-
trary exercise of sovereign power was interrupted during
the civil war in the middle of the century, but the restora-
tion of the monarchy was accompanied by the return of
the same excesses.

The Glorious Revolution of 1688 ushered in a series of
fundamental changes in political institutions that limited
the arbitrary exercise of power by the sovereign. The rev-
olution established the supremacy of parliament over the
Crown and vested in parliament the exclusive right to raise
taxes and audit the expenditures of the Crown. These
steps were followed by the establishment of the Bank of
England, which exercised important independent control
over public finances. The result of these changes was a
more equitable division of power between the executive,
legislative, and judicial branches of government. These re-
straints on the arbitrary exercise of power greatly en-
hanced the state’s ability to finance public expenditures
by issuing debt.

The impact of these changes in political institutions
and in the protection of property rights can be seen in the
development of debt markets. In 1688 the Crown was
able to place public debt equivalent to only 2 to 3 percent
of GDP—and only of very short maturity and at very high
interest rates. By 1697 the Crown was able to place and
service debt equivalent to 40 percent of GDP, at lower in-
terest rates and with longer maturities. The emergence of
a functioning public debt market in turn benefited the de-
velopment of the private capital markets that helped fi-
nance the Industrial Revolution that followed.

Source: North and Weingast 1989.

Box 5.1

Political institutions, property rights and fiscal

outcomes in 17th century England



vation and experimentation in the design of the insti-
tutions of the state itself. This chapter also illustrates
how open information sharing can improve governance
and reduce corruption (see also chapter 10).

This chapter builds on past World Development Re-
ports, especially World Development Report 1997 on the
role of the state. Part of the 1997 Report was devoted
to the institutions that restrain arbitrary state action and
corruption, and it stressed the importance of judicial
independence, the formal separation of powers, and in-
ternational institutions as a counterbalance to the power
of the state. Since then, a large body of research has shed
new light on these issues, and this chapter emphasizes
what is new. This chapter is also selective in the topics
it covers. The role of the state in protecting property
rights and promoting the rule of law through the judi-
cial system is taken up separately in the next chapter.
The role of the state as a regulator to promote compe-
tition in markets is discussed in chapters 7 and 8.

This chapter addresses three dimensions of gover-
nance in detail. The first section explores the ways in
which political institutions influence policy choices, fo-
cusing on fiscal, regulatory, and trade policies. This sec-
tion emphasizes the types of institutions that limit the
ability of the state to provide policies that favor special

interests over the general interest. The second section
discusses corruption. In light of the classic definition
of corruption as the exercise of public power for private
gain, the section emphasizes the types of institutions
that limit the ability of public officials to act in their
own self-interest in this way. The third section discusses
how the institutions of taxation influence the incentives
of the state to raise revenues and to provide the institu-
tions that support markets. 

Political institutions and policy choices 

The quality of policies adopted by governments around
the world varies tremendously. Figure 5.1 illustrates this
variation in policy for several measures of policy out-
comes—inflation, budget deficits, and tariffs—averaged
over the 1980s and 1990s. Each panel shows the aver-
age value of the policy variable for the top half of a sam-
ple of 85 industrial and developing countries and the
corresponding average for the bottom half of the sam-
ple. Average inflation in the best-performing half of 
the sample was 4 percent per year in the 1980s and 
2 percent per year in the 1990s. Among the worst-
performing countries, inflation averaged upward of 200
percent per year. The same is true for budget deficits,
which were insignificantly small or in surplus in the
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Variation in the quality of policies around the world
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1990s among the best-performing countries but aver-
aged over 10 percent of GDP among the worst-perform-
ing countries. The difference in tariffs between the top
and bottom halves of the samples is around 15 percent.

If these differences in policy outcomes across coun-
tries matter so much for growth and poverty outcomes,
why then do some countries end up with much worse
policies and performance than others? This section
focuses on one particular factor: the extent to which
countries’ political institutions are able to resolve the
conflicts that inevitably arise when policies benefit
some at the expense of others.

This section considers several such institutions, in-
cluding the nature of the electoral system and the exis-
tence of checks and balances among different branches
of government. These checks and balances can be con-
stitutionally mandated, as in the formal division of
powers between the legislative and executive branches
of government or between the chambers of the legisla-
ture. They can also reflect the outcome of the electoral
process, as seen in the election of a minority govern-
ment that must seek support from coalition partners
and is limited in its agenda by the need to make com-
promises with these partners. Other political institu-
tions include the procedures by which budgets are
determined and international agreements that help gov-
ernments commit themselves to policies that may be
unpopular at home.

This section discusses how political institutions that
limit the ability of government to act arbitrarily do
matter for policy outcomes. Examples from three areas—
budget deficits, regulation of financial markets, and trade
policy—are considered. The purpose of this discussion
is not to lay out a blueprint for changes in political insti-
tutions in order to improve policy outcomes. Rather, its
purpose is to illustrate how policy advice can be im-
proved by taking political institutions into account.

Budget deficits
Budget deficits represent the difference between politi-
cally popular expenditure programs and politically un-
popular taxation. Fiscal outcomes are therefore influ-
enced by the extent to which governments are able to
muster political support for necessary taxation and re-
sist demands from interested constituencies for the ex-
pansion of spending programs that benefit them. Polit-
ical institutions play an important role in this process.
This section examines how cross-country differences in
specific budget procedures, voting systems, and the tim-

ing of elections influence fiscal outcomes. While the
overall message of this chapter emphasizes the impor-
tance of limits on state power, the discussion here illus-
trates some cases in which excessive limits can hinder
the ability of governments to resolve conflicts over fis-
cal policy.

Budget processes and fiscal outcomes. Specific bud-
get procedures can also affect the outcome of conflicts
over fiscal policy. Two aspects of these procedures are
noteworthy: whether governments choose to tie their
hands using balanced budget rules, and whether the
finance ministry has powers to resist demands from
either the legislature or other branches of government
for amendments to a proposed budget. To the extent
that balanced budget rules—or, more generally, exter-
nal constraints on finance—are effective, they can be a
powerful motive for enforcing necessary compromises
over fiscal policy. Similarly, when finance ministries
have strong agenda-setting powers relative to the legis-
lature or spending ministries, it is easier for central
agencies to enforce fiscal discipline. Cross-country evi-
dence from Latin America suggests that both these fac-
tors are important in determining fiscal outcomes.
Countries with more hierarchical budgetary procedures
favoring finance ministries tended to have better fiscal
outcomes, controlling for a variety of other factors.6

Similar evidence emerges from case studies of two Asian
and three African countries. Success in instilling over-
all fiscal discipline was shown to be closely related to
the strength of central agencies in the budget-setting
process, the presence of hard budget constraints in the
context of a medium-term budgeting framework, and
institutions that held departments accountable for their
spending.7

There is also some evidence from Latin American
countries that balanced budget rules are associated with
better fiscal outcomes.8 But balanced budget rules
alone are not enough. The design and enforcement of
the rule matters as well. Evidence from the experience
of individual states of the United States points to im-
portant differences in the effectiveness of different types
of balanced budget rules.9 While all U.S. states (with
the exception of Vermont) have balanced budget rules,
their stringency varies considerably. Some states only
require the governor to submit a balanced budget to the
legislature or allow the carryover of limited deficits
from one year to the next. Other states strictly prohibit
any deficits from being carried over by imposing end-
of-year balanced budget requirements. Moreover, states
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differ in whether the balanced budget rule is enshrined
in the state constitution or not and in whether the bal-
anced budget rule is enforced by a state supreme court
that is appointed by the executive.

These differences in institutional design have impor-
tant consequences for the efficacy of balanced budget
rules. Evidence suggests that more stringent rules are
more effective in reducing deficits. Controlling for a va-
riety of factors, states that switched from weak to strin-
gent balanced budget rules were half as likely to run
deficits as those that did not. In addition, constitution-
ally mandated balanced budget rules were much more
likely to be effective than those that were legislatively
imposed and so were more easily reversed. Balanced
budget rules enforced by governor-appointed courts
were less effective than those enforced by more inde-
pendent courts.

The general lessons of this experience for develop-
ing countries is clear. Balanced budget rules can be ef-
fective, especially at the subnational level where there
is little compelling rationale for countercyclical deficit
spending. However, such rules are more likely to be ef-
fective if they are voluntarily adopted, if they impose
hard constraints, if the rules themselves are difficult to
reverse, and if they are effectively enforced by a credi-
ble third party such as a genuinely independent court
or a higher level of government that has sufficient
information to properly monitor subnational public
finances.

Divided governments, electoral rules, and fiscal out-
comes. The extent to which governments are required
to share power in coalition governments is an impor-
tant determinant of budgetary outcomes in OECD
countries. When the power of government is checked
by the need to make compromises with coalition part-
ners, fiscal outcomes are often worse than when major-
ity governments are in power. Figure 5.2 shows that the
probability that a coalition government in an OECD
country is able to sustain a fiscal adjustment (defined
as four successive years of significantly lowered budget
deficits) is less than half as large as the likelihood that a
majority government accomplishes a fiscal adjustment.

The likelihood that countries are governed by di-
vided governments is in turn influenced by the consti-
tutional rules that determine how governments are se-
lected. Coalition governments are more likely to occur
under proportional electoral systems, where seats in the
legislature are awarded in proportion to shares in the
popular vote. A study of 60 industrial and developing

countries shows that, after accounting for a variety of
socioeconomic factors, countries with systems of pro-
portional election tended to have larger government ex-
penditure and larger fiscal deficits as a share of GDP
than countries with majoritarian systems. On average,
fiscal deficits were 1.5 to 2 percentage points of GDP
larger in countries with proportional systems.10

Electoral cycles in fiscal policy. Politicians motivated
by the desire to remain in office have strong incentives
to manipulate the fiscal process to improve their
chances of reelection. This creates a tendency for fiscal
performance to worsen in election years, leading to
debt accumulation and macroeconomic instability. A
recent study examined the effect of elections on fiscal
performance in a sample of 123 industrial and devel-
oping countries. Controlling for a number of other fac-
tors, it found that fiscal deficits were on average 1 per-
cent of GDP larger in election years and that this larger
deficit persisted for several years after the election.11

More striking is the difference between the magnitude
of these electoral cycles in industrial and developing
countries. Among developing countries, election year
deficits were on average 2 percentage points of GDP
higher. The same study found that these larger cycles
in developing countries reflect the confluence of two
institutional features of these countries. First, on aver-
age there are greater opportunities for incumbent pol-
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iticians to extract rents from being in office, as mea-
sured by variables capturing the extent of corruption in
the public sector. Second, the ability of politicians to
successfully manipulate policy to influence voters was
stronger when voters were poorly informed about the
consequences of policy decisions. The study found that
electoral cycles in fiscal policy were larger in countries
where press freedoms were lower, providing evidence of
the importance of open information sharing for insti-
tutional quality (chapter 10).

Financial market regulation
Banks can have strong incentives to undertake lending
that is riskier than is socially optimal. Governments
therefore provide prudential regulation in order to re-
duce banks’ opportunities to engage in such lending
(chapter 4). Governments can also intervene following
financial crises to encourage the liquidation of insol-
vent banks. But the need for such regulation results in
two types of conflict. First, bank owners are often po-
litically influential and can seek to prevent politicians
from approving or enforcing prudential regulations.
Second, although governments may wish to commit in
advance to not bail out insolvent financial institutions,
after a crisis the political pressure to intervene in failed
banks can be irresistible.

Many countries have established independent regu-
latory agencies charged with implementing financial

regulation in order to reduce these conflicts (chapter
4). However, despite their nominal independence, such
regulatory agencies are often subject to political pres-
sures. New research reveals an important possible coun-
tervailing force to these pressures—the existence of
checks and balances in the political process. A recent
study examined 40 banking crises occurring in a sam-
ple of 35 industrial and developing countries.12 The
study examined how the policy response to these crises
depended on the extent of checks and balances in the
political process, measured in terms of the number of
bodies with potential veto power over policy, such as
the presidency and the upper and lower chambers 
of the legislature. In 26 of the 40 crises, the government
chose not to enforce prudential regulations. Even
among countries with similar levels of income, the like-
lihood that regulations were not enforced was signif-
icantly higher in countries with fewer checks and
balances (figure 5.3).

The example of bank crises illustrates a general dif-
ficulty that governments have in credibly committing
to policies, and the potential of delegating decision-
making authority to an independent agency to over-
come this problem. This issue arises in many other con-
texts that are discussed later in this chapter, including
the delegation of tax collection to an independent rev-
enue agency or the delegation of some control over
trade policy to an international organization. Given the
large costs of high inflation for poor people, another
important example is the problem of credibly commit-
ting to stable and noninflationary monetary policy and
the role of delegating monetary policy to an indepen-
dent central bank to achieve this credible commitment.

However, the empirical evidence on the effectiveness
of central bank independence has been mixed. Espe-
cially among developing countries, there is little evi-
dence that the statutory independence of the central
bank makes a big difference for inflation outcomes.
New research shows that when effective checks and bal-
ances limiting the ability of politicians to interfere in
the decisions of a formally independent central bank
are present, central bank independence can have greater
payoffs in terms of improving monetary policy.13

International trading rules
Over the past decades countries around the world have
made significant progress in reducing tariffs on inter-
national trade. Despite this progress substantial barri-
ers to trade remain, ranging from high tariffs on certain
goods in certain countries (notably industrial country
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barriers to agricultural imports from poor countries) to
a variety of nontariff measures that serve to restrict
trade and competition (see chapter 7).

The decision to liberalize trade is not simply a tech-
nocratic one but also reflects the balance of political
power between the gainers and the losers from reform.
Research on the politics of trade reform has been an ac-
tive area, tracing back levels of protection to their more
fundamental determinants. These include the incen-
tives of those affected by trade policy changes to form
lobby groups to influence policy, and the susceptibility
of governments to the influence of these lobbies.14

Cross-country and cross-industry studies of industrial
and developing countries have found evidence that in-
dustries in decline, industries that are highly unionized,
and industries that make substantial campaign contri-
butions all tend to be rewarded with higher tariff pro-
tection.15 A variety of political institutions influence
the ability of those affected by trade policy to form
coalitions to lobby governments. In a federal state such
as Mexico, for example, trade policy legislation required
broad regional support in the 1980s. As a result in-
dustries that were more geographically dispersed were
more successful in obtaining tariff protection than those
that were concentrated in particular regions.16 More
broadly, institutions that hold politicians accountable
for their actions can help reduce special interest influ-
ence in trade policy.17

A particularly important institution that influences
the domestic and international politics of trade policy
is the World Trade Organization (WTO). The essence
of the WTO is an agreement to subject bilateral ne-
gotiations over trade policy to a set of multilaterally
agreed rules. These rules have evolved over time and
have become increasingly complex. But they are based
on two closely related basic principles: reciprocity,
meaning that countries’ reductions in tariffs are ex-
pected to be met by equivalent reductions in tariffs by
other countries, and nondiscrimination, meaning that
countries must offer the same tariffs to all members.
Recent thinking on the role of the WTO reveals two
important functions that this institution provides. 18

The first function is helping countries commit to
trade policy reforms that they might otherwise be
tempted to reverse. For example, if formerly protected
industries fail to make necessary efficiency-enhancing
adjustments to free trade, then governments become
vulnerable to political pressures to restore the trade bar-
riers they had previously removed. Since WTO rules
allow for costly retaliation by trading partners if tariff

cuts are reversed, governments can strengthen the credi-
bility of their commitment to trade liberalization by sub-
jecting themselves to the rules of this institution. Em-
pirical evidence from the United States suggests that this
credibility-enhancing role of the WTO is important.19

The second function that the WTO serves is to help
create constituencies that provide political support for
tariff reductions. In the case of unilateral tariff reduc-
tions, generating political support for trade liberaliza-
tion is difficult since the efficiency gains from freer
trade are widely dispersed, while the costs are highly
concentrated among firms and workers in protected in-
dustries. The advantage of the WTO principle of reci-
procity is that domestic tariff cuts that hurt particular
protected industries can be “packaged” together with
tariff cuts by trading partners, which benefit domestic
producers in other industries. This means that the in-
fluence of the latter group can serve to counteract the
influence of the former (box 5.2).

Corruption

It is now widely accepted that corruption has large costs
for economic development. Across countries there is
strong evidence that higher levels of corruption are as-
sociated with lower growth and lower levels of per capita
income.20 In the context of this Report, corruption can
be thought of as a force that undermines well-function-
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In the 1980s many developing countries turned their backs
on import-substitution policies that protected domestic in-
dustries with high tariff barriers and began to liberalize
trade. A lesson that emerged from this wave of trade re-
forms is the importance of “packaging” trade reforms to
make them politically more palatable.

A widely cited study of trade liberalization episodes in
developing countries identified 13 cases of particularly
rapid trade reform in countries as diverse as Chile, Peru,
and Turkey. In nearly half these cases, trade reforms were
implemented during major macroeconomic crises as part
of an overall stabilization package.

During such periods, political considerations driven by
the distributional consequences of trade reform were
overshadowed by a wider sense that “something needed
to be done,” providing the necessary political consensus
for reforms. Once trade reforms had been given the op-
portunity to bear fruit, they created a new constituency for
free trade that had not existed before. Chile’s experience
with trade liberalization in the 1980s is a leading example.

Source: Rodrik 1994.

Box 5.2

Packaging trade reforms



ing markets in three ways: as a tax, as a barrier to entry,
and by subverting the legitimacy of the state and its abil-
ity to provide institutions that support markets.

Corruption can be seen as a tax, which distorts the
choice between activities and lowers the returns to pub-
lic and private investments. But corruption is much
worse than a tax because the revenues do not contribute
to the public budget, to be spent on socially useful ac-
tivities. Moreover, since corruption is illicit, there is
much greater uncertainty over this form of “taxation”
than conventional forms, rendering the corruption tax
even more costly.21 A study examining the impact of
corruption on foreign direct investment found that an
increase in corruption comparable to the difference be-
tween Singapore (which is widely perceived to have low
corruption) and Mexico (which typically ranks around
the middle of countries in the world in rankings of cor-
ruption perceptions) would have the same negative ef-
fect on foreign direct investment as a 50 percentage
point increase in marginal tax rates on foreign invest-

ment income.22 Another study, of manufacturing firms
in Uganda, found that a 1 percent increase in bribes
paid by a firm was associated with a reduction in firm
growth of 3 percent, while a 1 percent increase in taxa-
tion reduced firm growth by only about 1 percent.23

Survey evidence from transition economies suggests
that firms would be willing to pay significantly higher
formal taxes in exchange for eliminating corruption.24

Corruption also undermines the competitive forces
that are central to well-functioning markets. A robustly
competitive environment depends on the continuous
entry of new firms (chapter 7). But when potential new
firms must pay bribes at every turn in order to register
and begin operations, many will decide simply not to
enter, and competition will suffer. Evidence from transi-
tion economies indicates that this anticompetitive effect
of corruption is important and that small firms and new
entrants were significantly more likely to report corrup-
tion as an obstacle to business.25 Corruption is also as-
sociated with lower public spending on health and edu-
cation, which in turn limits opportunities for poor
people to invest in their human capital and to partici-
pate in markets.26 This problem is compounded by the
fact that across countries, greater corruption is also asso-
ciated with lower overall tax revenues.27 At a deeper
level, corruption undermines the legitimacy of the state
itself and weakens the capacity of the state to provide in-
stitutions that support markets. A particularly perni-
cious form of corruption is “state capture,” the ability of
firms to subvert the entire political process to ensure that
policies and regulations favorable to their business inter-
ests are implemented. This phenomenon has been stud-
ied most systematically in the transition economies of
Eastern Europe and the former Soviet Union, but close
and questionable links between businesses and govern-
ments are not unique to this region, nor are they unique
to democratic systems.28 A study of firms in Indonesia
with close links to the Suharto regime concluded that
one-quarter of the value of these firms was directly at-
tributable to their political connections (box 5.3).

Given the high costs of corruption, research and pol-
icy advice have increasingly focused on identifying the
root causes of corruption. World Development Report
1997 emphasized three factors: a distorted policy envi-
ronment, which creates greater opportunities for pub-
lic officials to manipulate rules for their own benefit; a
weak judiciary that is unable to provide a credible threat
of punishment when official misconduct is discovered;
and poor civil service management and low public sec-
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In Indonesia prior to 1998, many firms reputedly benefited
from their close connections with the government in
power at that time. A recent study examined 79 Indone-
sian firms with varying degrees of connectedness with the
Suharto family and studied how their share prices re-
sponded to news about then-President Suharto’s health.
It found that the share prices of firms that relied more 
on connections with the Suharto family fell much more
sharply than those of other firms in response to news that
Suharto’s health—and so his influence—were waning (see
figure below). Based on this result, the study concluded
that as much as one-quarter of the value of politically con-
nected firms was attributable to their connections.

Box 5.3 
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tor pay. Subsequent research has highlighted additional
factors contributing to corruption and has provided
more evidence on the factors identified in World Devel-
opment Report 1997. These are discussed below. 

There is growing evidence that countries that are
more open to international trade have lower corrup-
tion.29 This may reflect a combination of factors.
Greater openness induces more competition (chapters
1 and 7), which in turn lowers rents and lessens oppor-
tunities for corruption. Greater openness also improves
information flows, which help expose official wrong-
doing and also create constituencies in support of anti-
corruption activities among trading partners abroad. In
addition, countries that are naturally more disposed to
trade because of favorable geographic characteristics
will invest greater resources in developing institutions
that make trade more attractive (see also chapter 1).
Finally, there is some emerging evidence that as coun-
tries dismantle formal tariff barriers to trade, opportu-
nities for corruption decrease.30

The evidence also shows that, controlling for the
level of income, a more complex regulatory environment
breeds corruption (chapters 1 and 7). Studies have
found that countries with more elaborate procedures
for registering new businesses have higher levels of cor-
ruption.31 This in part reflects the fact that complex
regulations increase opportunities for corruption. It
may also reflect the fact that corrupt bureaucrats will
favor the proliferation of rules and regulations that in
turn create further opportunities for corruption.32 In
either case, the more complex the rules, the greater is
the likelihood that officials will have discretion in how
they are applied, creating opportunities for corruption
(box 5.4).

Closely related to this are the effects of inflation on
corruption. When inflation is high and variable, infor-
mation about prices is difficult to obtain, creating
greater opportunities for corruption in public procure-
ment. Cross-country evidence shows that, controlling
for a variety of other factors, corruption is significantly
higher in countries where inflation is high and variable. 

One area where the evidence is less clear-cut than
the findings presented in World Development Report
1997 is the issue of public sector pay and its effects on
corruption. There is plenty of anecdotal evidence that
the low wages available to civil servants in many devel-
oping countries drive them to take bribes in order to
supplement their incomes. While at least one study has
found systematic cross-country evidence of higher cor-

ruption being associated with lower wages in a sample
of 28 countries, other studies covering more countries
fail to do so.33 Many of these studies also do not distin-
guish between countries where petty corruption (which
is more likely to be influenced by salaries) and grand
corruption (which is less likely to be influenced by
salaries) are important.34

Careful country-specific analysis is beginning to
provide more nuanced evidence on the relative impor-
tance of wages and other factors for corruption. For ex-
ample, a study of procurement contracts in public hos-
pitals in Buenos Aires, Argentina, found that a 10
percent increase in the salary of procurement officers
was associated with a 1.2 percent reduction in prices
paid for hospital supplies.35 However, this relationship
between pay and performance was apparent only after
a crackdown on corruption had been in effect for a pe-
riod of six months. The crackdown itself also had sig-
nificant effects on procurement prices, initially low-
ering them by an average of 18 percent—although this
effect weakened over time. Interestingly, this partic-
ular crackdown achieved significant results without
threats of penalties for wrongdoing. Instead, the staff
of the health secretary simply collected data on the pro-
curement prices of basic hospital supplies from each
hospital and then circulated this information among all
hospitals on a regular basis.
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Inspectors responsible for enforcing restrictions on over-
loaded trucks in the Indian state of Gujarat were notoriously
corrupt. They had considerable discretion over which trucks
to stop for inspection. Moreover, since there was no sys-
tem for reporting to the motor vehicle department the
number of trucks found in violation of overloading rules, in-
dividual inspectors could negotiate a combination of re-
ported fines and unreported bribes with individual truckers.

In 1998 a program to reduce corruption using infor-
mation technology was implemented. Individual check-
points—and their weigh-scales—were connected by com-
puter to central offices, so that information on vehicle
weights and collected fines was automatically reported to
the motor vehicle department. In addition, inspectors’ dis-
cretion over which trucks to stop was removed. The com-
bination of these two measures to reduce discretion dra-
matically reduced opportunities for corruption.

Source: www1.worldbank.org/publicsector/egov/gujaratcs.htm.

Box 5.4

Discretion and truck inspection in Gujarat, India



Political institutions that restrain politicians from ar-
bitrary actions, and institutions that hold politicians
accountable for their actions, can help reduce the op-
portunities and incentives for corruption. The rest of
this section focuses on three such institutions that mat-
ter for corruption: the degree of decentralization, elec-
toral rules, and press freedom and civil society. This is
not an exhaustive list of political institutions that can
affect corruption. Some countries have attempted po-
litical reforms as fundamental as redrafting the entire
constitution, in part to reduce incentives for corrup-
tion (box 5.5). However, systematic evidence on the ef-
fects of these three institutions is beginning to emerge.

Decentralization and corruption
Many studies have considered the costs and benefits of
decentralization. Advocates of the devolution of politi-
cal power to lower levels of government point to the pos-
sibility of better tailoring of public services to local
needs. However, there can also be costs, associated with
weaker capacity to provide services on the part of gov-
ernments at local levels. Similarly, decentralization can
in principle either strengthen or weaken opportunities
and incentives for corruption. To the extent that deci-
sions on spending are devolved without commensurate
responsibilities for revenue collection, public officials at
lower levels may face looser budget constraints and
hence have greater opportunities to engage in corrupt
practices. Incomplete devolution of power to local levels
may also result in a proliferation of regulations emanat-
ing from different levels of government, with a commen-
surate increase in opportunities for corruption. On the
other hand, to the extent that citizens are more informed
about the actions of their leaders at the local level, they
may be better able to monitor and influence those in
power and demand honest behavior. In addition, greater
decentralization of power may encourage competition
among jurisdictions to provide a corruption-free envi-
ronment conducive to business.

A recent study of 55 industrial and developing coun-
tries shows that, on average, the greater the share of
state and local governments in total public expendi-
tures, the lower the perceptions of corruption.36 But
this result does not imply that decentralization will al-
ways reduce incentives for corruption in every country.
For decentralization to be effective in meeting local
needs, it must include a significant delegation of re-
sponsibility to local levels of government. With this re-
sponsibility come opportunities for corruption. The in-

centives of local government officials to take advantage
of these opportunities in turn depend on the extent to
which they are held accountable for their actions—by
their constituents at the local level, as well as by higher
levels of government.

Evidence from a recent study of the decentralization
of health and education services in Uganda and the
Philippines shows that these channels of accountability
need not always work well.37 Accountability to local
electorates depends on the extent to which individuals
are informed about local government actions. However,
a survey showed that in the Philippines only 1 percent
of respondents were able to name their municipal
mayor or vice-mayor, while 41 percent of respondents
were able to name the national-level vice-president. In
addition, respondents indicated that local government
officials were the main source of information about
local government issues, leading to concerns about the
independence of this information source.

Electoral rules and corruption
In democracies, elections serve as an important disci-
pline on public officials. Citizens who are fed up with
cronyism and corrupt politicians can express their dis-
satisfaction at the ballot box. However, the effectiveness
of elections as a disciplining device depends on two fac-
tors. The first is the extent to which elections are free
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In 1997 Thailand adopted a new constitution. One of the
three main objectives in redrafting the constitution was to
enshrine at the highest level a system to fight corruption
and ensure transparent and accountable decisionmaking.
The constitution specifies that the government must
“adopt and enforce moral and ethical standards in order
to prevent misconduct and create efficiency.” It also es-
tablishes an ombudsman, a National Counter-Corruption
Commission, and a State Audit Commission.

It is still too soon to determine what the eventual im-
pact on corruption of such a fundamental legal reform will
be. But there have been some positive indications. In 1999
Thailand’s minister of the interior was successfully prose-
cuted for corruption. And while there are indications that
vote buying and other forms of electoral corruption were
widespread during the most recent election, 62 seats
were investigated by the National Election Commission
and were recontested. 

Source: Uwanno 2000.
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and fair. Without this minimum condition, elections
cannot serve to discipline politicians and sanction them
for corrupt practices. Second, provided that elections
are in fact free and fair, there is evidence that the design
of electoral rules themselves influence the accountabil-
ity of individual politicians to their constituents.

Recent research has focused on two dimensions of
electoral rules that matter for accountability. The first
is the extent to which electoral systems reward or pun-
ish individual candidates relative to political parties.
When legislatures are selected by proportional repre-
sentation, with candidates chosen from party lists, vot-
ers can vote only against particular parties and not
against individuals whom they perceive as corrupt. As
a result individual politicians have less reason to fear
that they will be punished at the ballot box for engag-
ing in corrupt practices. The second is the extent to
which electoral rules create barriers to entry for new po-
litical parties. When new parties find it difficult to gain
representation in the legislature, it is more difficult for
them to challenge corrupt incumbents. One factor de-
termining the ease of entry for new political parties is
the number of representatives per electoral district,
since it is easier for smaller parties to win seats in dis-
tricts with multiple representatives. 

New empirical research suggests that both these fac-
tors are important predictors of corruption across coun-
tries. A recent study found that, controlling for a vari-
ety of other factors, countries where a greater fraction
of legislators are selected from party lists, and where
electoral districts have fewer representatives, tend to
have more corruption.38 Moreover, policymakers are
aware of these considerations. Although constitutional
changes are typically infrequent, when they do occur,
there are cases where these considerations are explicitly
taken into account. An example is the new Thai con-
stitution (box 5.5).

Press freedom and civil society
Lack of information breeds corruption. When the ac-
tions of public officials are not subject to scrutiny by
the general public, opportunities for official miscon-
duct become more attractive. The availability of infor-
mation can be a force for changing behavior in several
dimensions. Without information on the prices that are
supposed to be charged for public services—such as the
provision of tax documents, or permit or registration
fees—individuals cannot determine if they are being
overcharged. Without information about the details of

regulations, individuals are vulnerable to bureaucratic
harassment and demands for bribes. Without wide-
spread information on the extent of public wrongdo-
ing, the public disgust with corruption that is essential
to implementing reforms is slow to form. Policymakers
can take actions to provide information on public laws
and regulations to those affected by them. Where those
affected are not literate, special measures need to be
taken to keep them informed of institutions that affect
them.

The media can help provide information by vigor-
ous investigation and reporting of allegations of public
malfeasance. For the media to be effective in this role,
they need to be free from political pressures that pre-
vent investigation and reporting of scandals that would
embarrass those in power. Across countries, there is a
clear association between indicators of press freedom
and absence of corruption. An important factor in this
regard is media ownership. When the media are con-
trolled by the state, they are more likely to be subject
to political pressures (chapter 10).39 The quality of
media coverage is also likely to be important in deter-
mining the extent to which decentralization will lower
corruption. When information concerning local gov-
ernment actions is scarce, it is less likely that decentral-
ization will be effective in reducing corruption. In
Uganda, for example, one study found that there was
significantly less media coverage of local governments
than of the national government.40 At the same time, a
study of voting patterns in 14 Indian states found evi-
dence that state governments’ performance while in of-
fice had a greater influence on their subsequent success
in the polls than that of the central government, sug-
gesting that voters were better able to monitor and re-
ward local governments for good performance.41

Provision of information to civil society can also
help in building institutions that reduce opportunities
for corruption. Diagnostic surveys sponsored by the
World Bank in several countries in recent years provide
an example of this type of institution building. These
diagnostic surveys gather information on perceptions
of corruption in different public agencies and use this
information as a basis for public discussion between
government and civil society. One such survey, carried
out in the municipality of Campo Elias in Venezuela,
identified complex and poorly understood municipal
procedures as facilitating corrupt practices (consistent
with the cross-country evidence on regulatory complex-
ity and corruption discussed above). In response, ad-
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ministrative procedures were simplified, and several
measures were enacted to improve public participation.
While it is still too early to determine the long-term ef-
fects, immediate results were promising, with follow-
up surveys indicating strong improvements in satisfac-
tion with public services.42

Politics, institutions, and taxation

For the state to provide the institutions that support
markets, it requires resources. Access to resources in turn
depends on the effectiveness of the institutions of taxa-
tion. In too many countries around the world, especially
poor countries, these institutions do not function ade-
quately. This can readily be seen from the strong nega-
tive relationship between average tax revenue as a share
of GDP and per capita income, as shown in the left-
hand panel of figure 5.4. There is considerable room for
debate about the appropriate size of public spending as
a share of national income. But when tax collection is
abysmally low—for example, dipping below 10 percent
of GDP in Peru in the late 1980s—it is clear that the
state does not have the resources necessary to build the
institutions needed for markets to function effectively.

Weak tax collection institutions undermine well-
functioning markets in several ways. When tax admin-
istration is weak, governments tend to focus their ener-
gies on easily collected taxes, which are often the most

distortionary. A prime example of this is the dispropor-
tionate reliance of poor countries on taxes on interna-
tional trade (shown in the right-hand panel of figure
5.4). This is not uniquely a developing country prob-
lem. As recently as the early 20th century trade taxes
accounted for half of public revenues in the United
States, and before 1870 trade taxes accounted for over
90 percent of U.S. public revenues.43 Nor is it any ac-
cident. International transactions are among the most
visible and easiest to tax. But taxes on trade undermine
competition by sheltering inefficient domestic produc-
ers (chapter 7). And by limiting openness, taxes on
trade can also undermine institutional change.

Another consequence of weak tax administration is
the disproportionate reliance on tax revenue from large
firms, which are more visible and easier to tax (box
5.6). When these firms are also the most dynamic in
the economy, the disincentive effects of taxation are
particularly costly for smaller firms. High tax burdens,
along with harassment by tax officials and unnecessar-
ily high costs of compliance, can contribute to a firm’s
decision to exit the formal economy, with adverse con-
sequences for competition and the functioning of mar-
kets. Weak tax administration may also increase the
temptation for governments to rely on inflation taxes
as a source of finance. Finally, low tax revenues can en-
courage governments to tax banks by forcing them to
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hold public debt at below-market interest rates, thus
undermining the effectiveness of the financial system
in supporting markets (chapter 4).

This section focuses on the interplay between poli-
tics and the institutions of taxation, using two exam-
ples: the experience with autonomous revenue agencies
in Latin America, and the incentives for local gov-
ernments created by intergovernmental tax-sharing
arrangements.

Autonomous revenue agencies
The power to tax that is invested in the state is consid-
erable, and so also are the temptations to use these
powers to further political ends. Politicians can use tax
policies to reward their friends and supporters with
exemptions and other loopholes. They can also use the
institutions of tax administration to persecute their en-
emies with repeated audits and harassment by tax in-
spectors. These actions undermine the effectiveness of
tax administration by increasing the complexity of tax
laws and encouraging the proliferation of exemptions,
loopholes, and regulations. Arbitrary actions also con-
tribute to perceptions of unfairness that feed taxpayer
noncompliance.

Recognizing this temptation and its consequences,
governments in industrial and developing countries—
ranging from Canada and Japan to Mexico and Colom-
bia—have delegated responsibility for tax collection to
revenue agencies with varying degrees of autonomy
from the rest of the public sector bureaucracy.44 Two
common ingredients of this particular institutional de-
sign are greater autonomy from the ministry of finance,
especially over personnel decisions, and a budget that
is linked to taxes actually collected. The former pro-
vides the opportunity to significantly strengthen the
human capital of the agency to improve performance.
The latter can in principle create incentives for greater
revenue effort on the part of the agency. Moreover, to
the extent that the establishment of an autonomous
agency improves perceptions of the fairness and de-
politicization of tax administration, taxpayers’ incen-
tives to comply with tax laws may also improve.45

However, the potential benefits of agency autonomy
have not always been realized. The success of an inde-
pendent revenue agency in improving tax compliance
and tax collection depends to a great extent on the de-
gree of political commitment to its autonomy. The ex-
periences of Bolivia, Mexico, Peru, and Venezuela show
that this commitment is not always sustained.46

Nominally independent revenue agencies were es-
tablished in these countries during times of fiscal crisis.
In all four countries, noncommodity tax revenues as a
share of GDP were very low—less than 10 percent of
GDP when their respective autonomous revenue agen-
cies were created. However, the extent of the actual au-
tonomy of the tax collection agency varied consider-
ably. In Bolivia and Mexico, where a tradition of using
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Tax revenue in Uganda increased from less than 5 percent
of GDP in 1986 to more than 11 percent of GDP in 1998.
Uganda’s experience in raising revenue collection is a cau-
tionary tale about the adverse effects on businesses of
sharp increases in revenue collection unsupported by ef-
fective tax administration and a widening of the tax base.

Large businesses in the formal sector represent a
small share of the economy, but given their visibility they
form a large portion of the effective tax base and are taxed
more heavily than small firms. Prior to the 1997 tax reform,
large firms in the manufacturing sector were subject to
high marginal tax rates, combined with a variety of tax hol-
idays that were granted on a fairly arbitrary basis. Firms
faced marginal effective tax rates averaging 42.5 percent,
if they did not qualify for tax holidays, or 22.3 percent, if
they were successful in obtaining tax holidays. Small firms
faced only a presumptive tax of 1 percent of their turnover,
with an overall marginal effective tax rate of 8.9 percent.
The overall high rates of taxation discouraged investment
among large firms. As important, the arbitrary nature of
the tax holidays contributed to perceptions of unfairness
of the tax system, which in turn undermined incentives for
compliance. This necessitated a very intrusive and ineffi-
cient rate of audits: nearly 70 percent of large firms were
audited annually.

The 1997 tax reform abolished new tax holidays, with
the result that unified marginal effective tax rates fell to
32.5 percent, and the distortions associated with existing
holidays are gradually disappearing as they expire. How-
ever, much remains to be done to strengthen revenue ad-
ministration. Survey evidence from 1997 indicates a very
high level of dissatisfaction with the Uganda Revenue
Authority. Respondents estimated that fully half of their
competitors benefited from tax evasion, often by taking
advantage of ad hoc tax holidays permitted by less-than-
transparent tax regulations. Tellingly, firms that were suc-
cessful in obtaining tax holidays were also much less likely
to be audited. The proliferation of regulations facilitates ar-
bitrary application of tax laws. Value added tax refunds
were also identified as slow: 58 percent of firms that ap-
plied for the refunds received either no refund at all or only
a partial refund.

Source: Chen and Reinikka 1999.

Box 5.6

Business taxation in Uganda



public agencies for patronage appointments was en-
trenched, only limited autonomy over personnel mat-
ters was granted to the revenue agencies. Only in Peru
was the beginning of the operations of the revenue
agency in 1991 accompanied by wholesale personnel
reform. In Mexico and Venezuela the autonomy of the
revenue agency was undermined by frequent changes
in leadership, and in Bolivia the revenue agency sur-
vived only two years.

An important reason for the problems with these au-
tonomous agencies was the intragovernmental conflicts
that their establishment created. In all four cases, the
revenue agencies were carved out of the ministry of fi-
nance, with a commensurate decline in the power and
prestige of the latter. In the case of Mexico, 36,000 of
the finance ministry’s 39,000 employees were trans-
ferred to the revenue agency. At the same time, the
ministries of finance remained to some extent account-
able for the tax collection performance of the revenue
agency. This combination of accountability without au-
thority, as well as a desire to regain status, led to pres-
sures to restore some of the powers of the revenue agen-
cies to the ministry of finance, thus undoing the initial
reforms. The lessons from this experience show that
building autonomous revenue agencies requires much
more than a simple declaration of autonomy. It requires
a strong political commitment, which can be supported
by fostering constituencies in the private sector that
recognize that competent and fair tax collection is good
for business.

Incentives and intergovernmental tax sharing
Numerous countries—often supported by the World
Bank—have taken advantage of the opportunities of-
fered by decentralization to transfer greater responsibil-
ity for public service delivery to lower levels of govern-
ment, which can in principle tailor programs to local
needs and tastes. But local governments require finan-
cial resources to provide these services. How these ex-
penditures are financed can have important implica-
tions for the incentives to collect taxes and to build
institutions that support markets.

To realize the full benefits of decentralization, local
governments should ideally finance their expenditures
with taxes under their control, with most of the cost
borne by their local constituencies. In this way, local
governments have the power to vary the level of local
expenditures to reflect local preferences, and face strong
incentives to collect taxes. Local citizens are also able to

see the direct link between the taxes they pay and the
services they receive. This can be achieved by directly
assigning taxes to local governments or by “piggyback-
ing” schemes in which local governments levy taxes as
a proportion of national taxes (as, for example, is the
case with provincial income taxes in Canada).

However, this ideal is far from practical in most
countries—and especially in many developing coun-
tries—for three reasons. First, the revenue raised by the
taxes best assigned to local governments (such as prop-
erty taxes) tends to be modest, resulting in large fiscal
gaps for subnational governments. In India, for exam-
ple, state government spending during the 1990s aver-
aged 46 percent of total government spending, but state
government–collected tax revenues represented less
than half of state government revenues, with the bal-
ance made up by transfers from the central govern-
ment.47 Second, when local governments do receive
some autonomy over taxation, they may choose not to
set rates high enough or may not enforce collection
vigorously enough, in the expectation that they will be
bailed out of local budgetary shortfalls with grants from
the central government. This effect contributed to weak
municipal government finances in Hungary in the
1990s and prompted an innovative institutional re-
sponse to instill fiscal discipline (box 5.7). Third, dif-
ferences in the revenue-raising capacity of local govern-
ments may lead to unacceptable regional differences in
public service provision.

In these situations, some form of revenue sharing be-
tween levels of government is necessary to supplement
local revenues. Central-local transfers can take one of
two broad forms: direct grants from higher to lower
levels of government, and tax-sharing arrangements
whereby tax revenues are collected by one level of
government and are then divided according to a pre-
specified formula, with central control over rates and
the sharing formula. Many countries employ both. 

Direct grants are often discretionary and can be the
subject of protracted annual negotiations between lev-
els of government, undermining overall fiscal discipline.
A potential advantage of tax-sharing arrangements is
that they rely on prespecified formulas that can ensure
greater predictability. In the case of India, for example,
the Finance Commission sets tax revenue shares for
five-year periods.48 In Argentina the bulk of tax sharing
occurs through a complex “co-participation” scheme.
There have been changes in the revenue/tax-sharing
arrangements over the past ten years, but they have gen-
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erally left transfers quite stable. In fact, this stability
makes transfers acceptable as collateral for provincial
borrowing. The problem, however, is that the system is
overly complex. For example, there is one main rev-
enue-sharing pool plus several other tax-sharing pools.
These factors affect the transparency of the system. 

A difficulty with both methods of revenue sharing
is that they can weaken governments’ incentives to in-
vest in tax collection capacity. If direct grants are based
on actual revenue shortfalls, local governments have lit-
tle reason to levy or collect local taxes, since the addi-
tional revenue will be offset by a reduction in grants
from the center. In contrast, matching grants, which re-
quire local governments to commit their own resources
to receive transfers, are less likely to have these perverse
effects. Similarly, under tax-sharing systems, each level
of government has weaker incentives to administer and
enforce a shared tax because part of the revenues gained
by improved administration must be shared with other
levels of government. Each level of government has
strong incentives to “free ride” on the others’ tax col-
lection efforts. This incentive problem can be mitigated
when tax administration is efficient, technocratic, and
free from political influences. But when the institutions
of tax administration are weak and subject to political
manipulation, tax sharing can succumb to these per-
verse incentives (box 5.8).

The incentive effects of revenue-sharing arrange-
ments go much further than simply the effects on
revenue collection discussed above. The design of rev-
enue-sharing arrangements can also have important
implications for how subnational levels of government
use the economic policies at their disposal to foster
market development. China and Russia’s experience
with intergovernmental fiscal relations illustrates the
powerful effects of these incentives. In both China in
the 1980s and Russia in the 1990s, substantial author-
ity over local economic policies was delegated to sub-
national levels of government. Both countries also ex-
perienced declines in tax revenues relative to GDP, with
a growing share of revenues and expenditures under the
control of subnational levels of government. 

Tax-sharing arrangements have had important in-
centive effects in both countries. In Russia a Law on
Basic Principles of Taxation, specifying the assignment
of taxes to different levels of government, was passed in
1991 but was not implemented consistently. In prac-
tice, the authority of different levels of government to
levy taxes, and the rates at which revenues from shared

taxes were divided, were subject to continuous renego-
tiation, with the outcome reflecting shifting balances
of political power.49 Lower levels of governments that
succeeded in raising local tax revenues often saw com-
mensurate reductions in tax-sharing payments from
higher levels. One study found that for some Russian
cities, this reduction was almost exactly one for one.50

The same study found that the extent to which local
governments had control over incremental tax revenues
mattered for local economic activity. The more that a
city’s incremental tax revenues were eroded by reduced
transfers, the lower the rate of new business formation.

In China in the 1980s the central government set
rates and defined the base for many taxes, but tax col-
lection was delegated to provincial governments. Tax
revenues were shared according to a “tax contracting”
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In 1996 Hungary adopted a law that established bank-
ruptcy procedures for municipal governments. The objec-
tive of the law was to prevent municipalities from default-
ing on their debt obligations by providing a clear set of
rules to be followed in cases of financial distress. If a mu-
nicipality falls behind in its debt service or other obliga-
tions, bankruptcy proceedings can be initiated either by
creditors or by the municipality itself. The municipality
then formulates an emergency budget covering mandated
public services. It is prohibited from issuing new debt
while it enters into negotiations with creditors. If all par-
ties can reach a compromise debt workout agreement, it
is implemented. If not, the case is turned over to the court
system, which enjoys a constitutional guarantee of inde-
pendence. The courts can then order liquidations of mu-
nicipal assets to pay off creditors.

Since 1996 there have been nine cases of municipal
bankruptcy, seven of which were resolved during 2000.
Importantly, the central government has not provided fi-
nancial assistance to any of the municipalities involved.
This experience has served to strengthen the credibility of
the central government’s commitment not to bail out mu-
nicipalities in financial distress. This in turn has helped to
harden municipalities’ budget constraints, as municipali-
ties now face “market discipline” from their creditors, as
well as “state discipline” in the form of monitoring and su-
pervision by the central government. It is too soon to
determine the ultimate effect of this institutional innova-
tion. However, the fact that municipal debt service obliga-
tions are now well below centrally mandated ceilings is a
promising sign. 

Source: Wetzel and Papp 2001.

Box 5.7

Market discipline versus state discipline:

municipal bankruptcy in Hungary



system. Between 1985 and 1988 these contracts al-
lowed provinces that ran deficits to retain a greater
share of revenues, and provinces that ran surpluses a
lower share. This weakened incentives to collect taxes,
and revenue growth slowed in the richest provinces. 

In response, between 1988 and 1993 the system was
changed to give provincial governments greater claims
over incremental tax revenues. For some provinces this
amounted to an agreement to deliver a fixed sum to the
center, with any additional revenues accruing to the
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The case of Russia in the 1990s provides a vivid illustration of
the perverse incentives created by tax sharing when tax ad-
ministration is weak. In the 1990s Russia experienced a sharp
decline in tax revenues, with federal tax revenues collapsing
from 18 percent of GDP in 1992 to 10 percent of GDP in 1997.
A portion of this decline can be attributed to the overall poor
performance of the Russian economy during this period and
to declines in several key tax rates. Another factor was a de-
cline in the effectiveness of tax administration, driven by com-
petition between different levels of government. While in prin-
ciple tax collection in Russia was a federal responsibility carried
out by the State Tax Service, in practice local branches of this
agency were heavily influenced by local governments. Local
governments in turn tried to protect firms located in their juris-
dictions from having to pay taxes to the federal government or
simply lobbied for general tax relief for local firms, thus sub-
verting tax administration. For example, firms would agree to
pay their tax obligations “in kind” to local governments by pro-
viding goods or public services directly, so that cash payments
that needed to be shared with higher levels of government
were avoided. Another example was the vigorous and suc-
cessful lobbying of the federal government for a reduction in
the tax arrears of the truck manufacturer Kamaz undertaken by
the president of Tatarstan, where Kamaz was located. 

The federal government would also attempt to enforce col-
lections at the expense of the local governments, again sub-
verting tax administration. When the automobile manufacturer
Avtovaz was threatened by bankruptcy proceedings by the fed-
eral government due to mounting tax arrears, it eventually
came to an agreement to pay current taxes only to the federal
government, with no mention of its delinquent obligations to
the local government. More generally, all levels of government
had weaker incentives to collect shared taxes precisely be-
cause a portion had to be shared with other levels. 

The figure below illustrates more systematically the ad-
verse consequences of this competition over tax revenues.
While the effectiveness of tax collection in 1996 relative to
1995 (measured as the ratio of actual collections in the two
years, adjusted for inflation and changes in rates) increased for
almost all taxes, the increase was most pronounced for those
taxes that were subject to the least revenue sharing. This case
illustrates the importance of a competent and autonomous 
tax administration for limiting competition over tax revenues
between levels of government that can subvert the entire
process of tax collection. Wide-ranging reforms in the tax sys-
tem since 1998 have reduced the complexity of the Russian
tax system and have increased the transparency of revenue-
sharing arrangements, representing important progress.

Box 5.8 

Tax sharing with weak tax administration: the case of Russia
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province.51 Throughout this period local governments
also increasingly relied on “extrabudgetary revenues”—
consisting of a range of locally collected fees and levies,
as well as profits from state-owned enterprises under
local government control—that were not subject to
sharing with the center to finance local expenditures.
This strengthened local governments’ incentives to im-
prove tax collection effort and to encourage local eco-
nomic growth to expand the local tax base. A study
found that during 1982 and 1991 the provincial bud-
getary revenues and expenditures were highly correlated
(correlation coefficient 0.75); for extrabudgetary rev-
enue and expenditure, the relationship was almost one
for one.52 The same study found that an increase in the
marginal fiscal retention rate of 10 percent in a prov-
ince was associated with a one percent increase in the
growth rate of employment of nonstate enterprises in
that province. 

But even if tax-sharing arrangements create incen-
tives for local governments to support market develop-
ment, there are risks that local governments will do 
so in inefficient or anticompetitive ways. In China in
the 1980s, for example, many provincial governments
erected barriers to interprovincial trade to develop a
wide range of manufacturing industries locally, rather
than allow specialization in industries compatible with
local comparative advantage.53 Increased reliance on ex-
trabudgetary funds reduced fiscal accountability and
limited the central government’s capacity for macroeco-
nomic management. And differences in economic per-
formance across provinces led to large differences in the
level of provincial government expenditures per capita.
In Russia one of the most dramatic manifestations of
these risks was the high degree of tax competition be-
tween regions, which encouraged firms to shift ac-
counting profits from one jurisdiction to the next in
search of the most favorable tax treatment, all the while
shrinking the overall tax base.54

In this environment, mechanisms of central govern-
ment control are required to ensure healthy interjuris-
dictional competition. One important mechanism is
the availability of information, since central govern-
ments need information on subnational governments’
policy action to exert necessary control. This points to
the importance of transparency in subnational govern-
ment finances and policymaking. To this end China’s
fiscal reforms since the mid-1990s have emphasized in-
creased accountability for extrabudgetary funds and a
stronger central government share in revenues.

Another mechanism to limit local policymaking that
conflicts with national interests are the incentives cre-
ated by the political system for local government lead-
ers. In many democracies, strong national political par-
ties can use ties of party loyalty and party discipline to
limit excesses in local policies. The absence of such
strong national parties contributed to harmful interre-
gional competition in Russia during the 1990s. As the
Soviet Union disintegrated, there was a surge in re-
gional political autonomy. Newly elected regional and
local government officials no longer owed their alle-
giance to Moscow but rather to their local constituen-
cies. This encouraged the pursuit of policies that bene-
fited local interests at the expense of national interests.
In China one mechanism of central government con-
trol over provincial policymaking was the center’s in-
fluence over senior provincial-level appointments.55 A
study of these appointments found evidence that the
exercise of this central control strengthened during the
1980s and 1990s, even as more and more economic
powers were being delegated to lower levels of govern-
ment.56 One way in which this was done was to en-
courage rotations of senior officials from one province
to another to prevent local officials from becoming too
associated with local interests. 

These experiences illustrate a broader principle rele-
vant to other countries where economic power is shared
between different levels of government: local govern-
ment interests need not coincide with national inter-
ests. The design of intergovernmental relations needs
to involve mechanisms of accountability to the center
to ensure that the benefits of interjurisdictional com-
petition are realized.

Conclusions

The ability of the state to provide those institutions
that support growth and poverty reduction—often re-
ferred to as good governance—is essential to develop-
ment. Countries that have failed in this respect have
seen incomes stagnate and poverty persist. This chap-
ter emphasizes the importance of political institutions
in creating incentives for governments to provide good
governance. Political institutions such as constitutional
rules, the division of power among levels of govern-
ment, independent agencies, mechanisms for citizens
to monitor public behavior, and rules that inhibit cor-
ruption all succeed in restraining officials of the state
from arbitrary action, and good governance will likely
take root.
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There is no blueprint for change in political in-
stitutions to support good governance. Political and
social forces can push countries in diverse directions.
But the nature of political institutions and the interac-
tion of public officials with their constituencies dictate
the type of policy advice most effective in a given coun-
try and affect the policies adopted. In designing partic-
ular government structures, it is critical to consider the
incentives facing public officials in a particular coun-
try. Institutions can affect these incentives by helping
to monitor the behavior of public officials. Institutions
affect how responsive governments are to a broad spec-
trum of citizens in society, and how responsive they are
to social and economic concerns. They do so by pro-
viding information, increasing competition, and clari-
fying and enforcing rights among different government
agencies and between the state and the governed. This
needs to be kept in mind when building particular
structures. For example, the current popularity of poli-
cies such as greater decentralization, or greater formal
autonomy for regulatory or revenue agencies, needs to

be tempered with the realization that the success of
these innovations depends heavily on complementary
political and social institutions. If governments lack the
broader checks and balances that would keep them
from intervening in independent agencies, these agen-
cies will be independent in name only. If political in-
stitutions that align local government incentives with
national interests are absent, and if local governments
are no more accountable to their constituents than cen-
tral governments, the benefits of decentralization may
not be fully realized. Further, local capacity and general
literacy levels may hinder the types of activities that can
be effectively decentralized. 

A degree of experimentation and competition can
help identify effective political institutions both at the
broader regional level and at local levels. Open infor-
mation sharing, public debate, and information flows
among regions and between public and private actors
can facilitate this process. It can affect public officials’
incentives and can also create pressures for change. 
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Fair trial, fair judgment . . . 
Evidence which issued clear as day. . .
. . . [Q]uench your anger; let not indignation rain
Pestilence on our soil, corroding every seed
Till the whole land is sterile desert. . . .
. . . [C]alm this black and swelling wrath.

—Aeschylus, 458 B.C.

The Gongyang Commentary to the Spring and
Autumn Annals, a fourth century B.C. text on
law in China, illustrates a problem that all so-

cieties face. Analyzing a son’s responsibility when the
state has unjustly executed his father, the text concludes
that without a public institution to settle disputes be-
tween private parties and between public and private
parties, the only recourse open to those who seek jus-
tice is revenge. But revenge can spark an endless cycle
of violence, as first one side and then the other retali-
ates. In many countries disputes over land and other as-
sets have led to increased violence. The uprising led by
Thomas Muentzer in 16th century Germany and the
current debate in Zimbabwe are but two examples. 

Adjudication of a dispute by a court of law offers an
alternative, one where facts are carefully assayed and
self-defense and other considerations that may excuse
or explain the conduct are reviewed. In short, courts are
a way to resolve disputes justly. Justice forms the basis
of a lasting social order. The legal and judicial system
must therefore provide a method for determining the
truth and justice of the actions of private agents and of
the state. Its primary responsibility is to ensure social
peace.

Courts develop gradually, reflecting a society’s own
development. When society is a small, close-knit col-
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lection of kin, informal means of intervention suffice
to resolve conflicts. But as economic activity becomes
more complex and commerce expands, group ties
weaken, and the demand for more formal means of
intervention grows. This pattern is exemplified by 
the rapid growth of commercial litigation in modern
China. In 1979 China embarked on a path of eco-
nomic reform that spurred new enterprise creation, in-
creased interprovincial trade, and allowed the entry of
foreign investors. The expansion of business was fol-
lowed by an increase in the number of cases filed in
commercial courts. In 1979–82 the average number of
commercial disputes filed in the courts was around
14,000 a year; by 1997, 1.5 million new cases were
filed—more than a 100-fold increase.1 At the same
time, the number of commercial disputes arbitrated 
by community committees, the traditional mediation
mechanism, hardly increased. As the number of entre-
preneurs grew, the enforcement capacity of informal
dispute resolution mechanisms weakened.

The simplest means for resolving disputes is media-
tion. Mediation has been used to settle disputes in both
small and large cases and in both village and urban
communities. Mediation provides a low-cost way to re-
solve disputes and is found in every society. But medi-
ation has its limitations (box 6.1). There is nothing to
compel the parties in a dispute to reach settlement; so-
cial norms may not provide a sufficient incentive. 

A more formal method for exerting public control
over disputants was employed in the ancient Near East,
the Carolingian empire, and medieval France. A per-
son who anticipated becoming the target of a self-help
remedy initiated the process. This could be a debtor
who feared that a creditor was about to seize his prop-
erty to satisfy an obligation. The initiating party (the
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debtor, in this case) would request a declaration that
under the circumstances, self-help was unjustified. If
the court hearing the case agreed, the target of the ex-
pected attack was entitled to society’s protection. If the
court disagreed, it sanctioned the use of private force
to secure redress. The seeds of a modern court system

are visible in sanctions like these. Rather than urging
or pressuring a party to accept a resolution, society is
now imposing one. 

These key elements—state-backed decisions, reached
after an independent fact-finding and developed in har-
mony with prevailing social norms—are what distin-
guish courts from the various forms of mediation. En-
forcement is entirely taken out of the hands of private
individuals. This in itself can significantly reduce the
potential for violence and improve the business climate. 

But for courts to be effective, rulers must follow the
law, too. The judicial system must also provide checks
and balances on arbitrary state action. Forcing rulers to
follow the law is a problem as old as government itself.
Even when a ruler accepts the principle, there is the
challenge of devising an institution that can determine
when the government has violated the law and fix an
appropriate sanction.

Once a court has been established, its efficiency is
defined in terms of the speed, cost, and fairness with
which judicial decisions are made and the access that
aggrieved citizens have to the court. This chapter fo-
cuses on commercial dispute resolution. It presents ev-
idence on the determinants of the efficiency of legal
and judicial systems across countries today. It discusses
elements of judicial reforms that are part of an overall
reform of the government but also discusses elements
of judicial reform that do not depend on comprehen-
sive reform of the government or the legal system. This
distinction is important. Different types of institutional
reforms may be opposed by different interest groups—
and this will vary between countries. But there are sev-
eral areas in which countries can begin reform without
fearing strong opposition. 

A main finding is that the simplification of pro-
cedural elements is associated with greater judicial ef-
ficiency; both costs and delays are reduced. In many
developing countries procedural complexity reduces ju-
dicial efficiency. This is particularly important given
lower levels of administrative capacity and human cap-
ital, higher initial levels of corruption, and fewer com-
plementary institutions. Complex procedures also facili-
tate corruption in the absence of transparency. Where
supporting institutions, human capital, and resources
exist, complexity has fewer costs for efficiency. 

The experience with judicial reform over the last two
decades highlights the importance of open information
flows. The evidence suggests that reforms that intro-
duce greater accountability of judges to the users of the
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Generally, a mediator has no enforcement powers. An
elder or a community leader that both disputants respect
may help them find common ground but need not have
power to impose a solution. A pure negotiator presents
each side’s position to the other, while a mediator can sug-
gest solutions of his or her own. In either case the only re-
quirement is that the solution be acceptable to both parties. 

Unlike judges, mediators need not sort out conflicting
legal or factual claims. Nor do they usually prepare a writ-
ten opinion showing how the settlement conforms to the
law. They require no specialized training or expertise. Me-
diation does not require enforcement capacity, either.
Compliance is ensured because the settlement rests on
both parties’ consent. 

While a mediator is free to suggest any settlement the
parties can agree upon, in all societies norms play a signif-
icant role in determining the type of solutions reached
(chapter 9). Tacitus, the first-century Roman historian, re-
ports that among German tribes a murderer could com-
pensate for his crime by the payment of a certain number
of cattle or sheep to the victim’s family. Ethnographic
studies of more contemporary tribal societies describe
similar norms. Among the Nuer of Sudan, guidelines spec-
ify the compensation generally required to settle cases of
homicide, bodily injury, theft, and other wrongs. While
such norms reflect moral judgments, they serve a practi-
cal end as well. They reduce the cost of reaching a settle-
ment by providing the mediator a point of reference in dis-
cussions with the two sides. 

But even when underpinned by supportive social
norms, mediation has its limitations. Even in a society
such as the Chinese, where strong cultural preferences
toward mediation prevail, less than two-thirds of cases
filed with arbitration committees between 1979 and 1997
reached settlement. By 1997 six times more commercial
disputes were handled through the formal commercial
courts than through the arbitration committees. In Russia
an enterprise survey conducted in mid-1997 revealed that
less than 8 percent of managers who faced commercial
disputes used private arbitration courts to resolve prob-
lems with their suppliers. In contrast, more than 92 per-
cent of those managers used commercial courts to file
grievances.

Source: Evans-Pritchard 1940; Hendley, Murrell, and Ry-
terman 2001; Pie 2001. 

Box 6.1

How mediation resolves disputes



judicial system and to the general public have been
more important in increasing efficiency than the simple
increase in financial and human resources. In develop-
ing countries accountability can be enhanced through
the provision of more information on judicial out-
comes. In many cases strong civil society groups and
the media, acting as outside monitors, have changed
the behavior of judges and lawyers (chapter 10). Imple-
menting judicial databases that make cases easy to track
and hard to manipulate or misplace can enhance ac-
countability and therefore the speed of adjudication.
Individual calendars make explicit the link between a
judge’s case management record and his reputation.
The provision of such statistics—even without any en-
forcement mechanism—has been found to reduce
delay. Statistics are most effective when information on
clearance rates and times to disposition for judges are
individualized and when they are available to the
media. Finally, partially delegating the mechanics of
procedural reform to the judicial branch can speed the
process of reform. Where procedures are transparent,
allowing some degree of innovation and experimenta-
tion by judges can help increase judicial efficiency. 

The provision of information, simplicity, and in-
creased accountability affect not only cost and speed,
but also fairness. The evidence shows that in judicial
systems that rely excessively on written procedures, a
shift toward oral hearings tends to make trials simpler,
faster, and cheaper, without an appreciable loss in fair-
ness, since the judge has direct contact with the evi-
dence. Fairness, in the context of the judicial system,
can be interpreted as the consistent application of the
law regardless of the nature of the parties involved.2

The perceived fairness of the rules or laws varies depend-
ing on each society’s values and political and social
structure. There are two main sources of unfairness.
The first occurs when judicial decisions are not inde-
pendent of political decisions, and when the courts can-
not ensure that other branches of government will obey
the law. Second, unfairness can also arise when power-
ful private parties influence court decisions. 

Who benefits from the improvement in the quality
of the judiciary in handling commercial disputes? The
evidence suggests that well-developed formal mecha-
nisms to enforce contracts make everybody better off
(see box 6.2 ). For example, both debtors and creditors
gain from efficient insolvency resolution.3 The evidence
also shows that greater judicial efficiency may be par-
ticularly important for smaller and unaffiliated entre-

preneurs and firms. Studies on commercial litigation in
Italy, Romania, Russia, Slovakia, Ukraine, and Vietnam
show that newly created private enterprises, which do
not have established supplier and customer networks
or significant market power, are most likely to resort to
the use of commercial courts.4 Older, especially state-
owned, enterprises are often able to settle disputes out
of court. Similarly, a study on firms in severe financial
distress in Indonesia, the Republic of Korea, Malaysia,
the Philippines, and Thailand finds that firms that are
affiliated with business groups are half as likely to file
for formal bankruptcy as unaffiliated businesses.5 In-
stead, affiliated firms negotiate the rescheduling of debt
payments with their creditors informally, relying more
on reputational mechanisms and less on formal court
procedures. This pattern is also illustrated in a recent
study of the software industry in India.6 The study
shows that young firms are significantly more likely to
have fixed-price contracts and to bear the overrun costs
in complex contracts. This is not because of inferior
product quality. Young firms often outperform estab-
lished firms in the production of high-quality products.
Rather, these findings suggest that the primary benefi-
ciaries of well-functioning commercial courts are new,
small firms, unaffiliated with either private business
groups or the state, run by those who do not necessar-
ily have established social connections. 

This chapter begins with a comparison of legal sys-
tems around the world. It then assesses the recent re-
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During the early 1990s the collapse of formal enforcement
mechanisms in Poland and Slovakia resulted in long delays
in payments to farmers for delivering their products to up-
stream processing plants. In response, agricultural coop-
eratives attempted to build their own vertically integrated
processing capacity. In turn, the processing plants intro-
duced seeds and fertilizer and investment facilitation pro-
grams for farmers that delivered products to them. For
example, the Polish dairy subsidiary of Land O’Lakes pre-
financed feed for milk farmers and provided loans for milk-
ing equipment. While these private mechanisms in effect
substituted for formal contract enforcement, they in-
creased the cost of doing business. The development of
judicial enforcement in the late 1990s in Poland and Slo-
vakia resulted in the quick disappearance of these tempo-
rary private mechanisms.

Source: Gow and Swinnen 2001, p. 5. 

Box 6.2

Who benefits from better courts?



form experience of countries and concludes with a dis-
cussion of the determinants of judicial independence.
Issues of civil service reform are not discussed here, but
they were the topic of World Development Report 1997.

Comparison of legal and judicial systems

Legal and judicial systems vary substantially across
countries in terms of their output. In Latin America the
average duration of commercial cases is two years, and
it is not uncommon for complex commercial cases to
take more than five years. In Ecuador the average case
takes almost eight years to reach a verdict. In contrast,
it takes less than a year to reach a verdict in Colombia,
France, Germany, Peru, Singapore, Ukraine, and the
United States for similar cases.7

Reform of the legal and judicial system depends crit-
ically on a sound understanding of its existing structure
and level of efficiency. Description of the key character-
istics of the system and measurement of the speed and
cost of judicial decisions are crucial. However, it is only
in rare cases that governments have developed indica-
tors to track the development of the judiciary. There is
very little systematic evidence on the structure and per-
formance of the judiciary and on the determinants of
its performance. Recently, there have been some at-
tempts to fill this gap (box 6.3). Legal scholars have fo-
cused their efforts on documenting the inputs into the
judicial systems (number of judges, budget of the judi-
ciary branch, number of administrative support staff ),

access to justice, and the workload of judges (measured
by the number of cases filed and resolved within a given
period). The output these studies measure is the num-
ber of resolved cases. Examples include studies on eight
European countries and a World Bank study on seven
Latin American countries.8 Table 6.1 reports some in-
dicators compiled from these comparative studies. 

There are significant problems in making meaning-
ful comparisons between the ways that different judi-
cial systems function. Difficulties are encountered even
in defining the concept of a “judge.” In one country a
legal dispute might be dealt with by a professional
judge in a formal courtroom, while in another country
a similar dispute might be handled by a public official
who is not a judge or a lawyer. In other cases the same
dispute might be resolved by an unpaid volunteer lack-
ing any legal qualifications. 

The table shows large differences in the number of
legal professionals, even across advanced European
countries. In some countries lay judges staff labor tri-
bunals and small claims courts. Austrian judges have
the most support staff (117 per 100,000 inhabitants).
Adjudication services are also organized differently
across industrial countries. Ecuador and Peru have one
judge per 100,000 people. This is an order of magni-
tude smaller than the number of judges in Western Eu-
ropean countries. Not all countries with efficient judi-
cial systems have many judges, however. Singapore and
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The most popular method for assessing judicial perfor-
mance relies on surveys based on public perceptions of
the weaknesses of the judicial system. Some surveys de-
pend on in-house legal experts who summarize the rele-
vant literature for each country but do not have first-hand
knowledge of the judicial system, while others survey
business executives. 

However, people’s perceptions are colored by their ex-
pectations. Coverage also depends on the availability of
information, which is generally better in richer countries.
Despite weaknesses with these surveys, they do convey
some information. Richer countries have less corrupt judi-
cial systems, which in turn helps their business com-
munity and supports economic growth. Other data show
that the public’s perception of corruption in the judiciary is
very highly correlated with its perception of corruption in
government.

Box 6.3

Surveys on judicial performance

Table 6.1

Inputs into the judicial system for selected

countries, 1995 

(per 100,000 population)

Incoming

Other cases in

Professional judicial first-instance

Country judges staff courts

Austria 21 117 29,294a

Brazil 2 n.a. 2,739
Ecuador 1 n.a. 10,467
England and Wales 5 4 4,718
France 10 41 2,242
Germany 27 69 2,655
Italy 12 60 1,227
Netherlands 10 n.a. 2,031
Panama 3 n.a. 1,656
Peru 1 n.a. 2,261
Portugal 12 70 3,719
Spain 9 83 1,898
a. Including summary cases.
Source: Contini 2000; Buscaglia and Dakolias 1996.



the United States have fewer than one judge per
100,000 people.

New evidence on two aspects of 

judicial efficiency: speed and cost

This Report uses a detailed survey of practicing lawyers
to benchmark the relative efficiency of judicial systems
and the access to civil justice in 109 countries (box 6.4
provides details of the methodology).9 The survey fo-
cuses on the complexity of litigation, that is, on how
difficult it is for a layperson to pursue a legal procedure
in defense of his interests. Elements investigated in-
clude the various steps in the litigation process, the dif-
ficulty in notification procedures, the complexity of the
complaint, and the possibility of suspension of enforce-
ment because of appeal (box 6.5).

For the countries in which the procedures are com-
plex, the adjudication process is perceived to be less ef-
ficient even after adjusting for the level of income (fig-
ure 6.1a). The data indicate that the complexity of
litigation does not decrease uniformly as national in-
come per capita declines (figure 6.1b). This shows that
the developing countries with the fewest resources and
weaker judicial capacity also have complex procedures.
One explanation is that the judicial system in these
countries is more prone to failure and that the com-
plexity of litigation ensures the availability of checks
and balances on the way to the final judicial decision.
Alternatively, procedures may be put into place to limit
access to the judicial system and favor more privileged
individuals or firms. Some developing countries, how-
ever, have simpler procedures, and several countries
have undertaken reforms of judicial processes. Among
the industrial countries, while some may have more
complex procedures, the superior enforcement capacity
and presence of complementary institutions and higher
levels of human capital counteract the negative effects
of complexity (figure 6.1c). Complementary institu-
tions include rules affecting judge’s incentives, rules
promoting greater transparency, rules affecting other
litigants’ incentives, and clearer substantive rules. 

Another variable that distinguishes judicial systems
is the type of judge that presides over a case. First,
judges may preside over a general jurisdiction court or
over a limited jurisdiction court. Limited jurisdiction
courts include specialized courts, such as small claims
courts or bankruptcy courts, and alternative dispute
resolution mechanisms, such as arbitration committees
and justices of the peace. Second, the judge or the mem-

bers of the court may not be professional judges who
have undergone professional training in the law. Fur-
ther, their primary activity may not be to act as a judge
or a member of the court. In contrast, a nonprofes-
sional judge can be an arbitrator, an administrative of-
ficer, a merchant, or any other lay person who is autho-
rized to hear and adjudicate the case. 

   

A survey developed for this Report analyzes particular as-
pects of judicial systems. It does so through detailed ques-
tions addressed to lawyers. The data systematically com-
pare the pace of litigation by means of a standardized
survey delivered to private law firms in 109 countries. The
survey presents two hypothetical cases that represent
typical situations of default of an everyday contract: (a) the
eviction of a tenant; and (b) the collection of debt (a re-
turned check or an invoice in countries where checks are
not popular).

These two cases proxy for all types of commercial dis-
putes that enter the courts. Two quite different cases are
chosen in order to check whether the findings can be gen-
eralized to all civil litigation. The questions cover the step-
by-step evolution of these cases before local courts in the
country’s largest city. Importantly, the survey studies both
the structure of the judicial system—that is, where the
plaintiff would seek redress in specific cases—and the ef-
ficiency with which judicial decisions are made.

The survey chooses cases in which the facts are undis-
puted by the parties but where the defendant still does not
want to pay. The judge consistently rules in favor of the
plaintiff. In this way the survey controls for fairness across
countries, as judges follow the letter of the law. We as-
sume that no postjudgment motions can be filed. Should
any opposition to the complaint arise, the judge always de-
cides in favor of the plaintiff. The data consist of the num-
ber of steps required in the judicial process, the time it
takes to accomplish each step, and the cost to the plaintiff.
The last provides a comparable measure of access to the
judicial system, while all three address the issue of judicial
efficiency. The questionnaire makes a distinction between
what is required by law and what happens in practice. 

The following are examples of questions asked: What
is the most commonly used mechanism for collecting
overdue debt in your country? Does this mechanism dif-
fer if the debt amount is small, equal to 5 percent of GNP
per capita, or large, equal to 50 percent of GNP per capita?
What types of court will this mechanism be applied
through? Would the judgment in the debt collection case
be an oral representation of the general conclusions, an
oral argument on specific facts and applicable laws, or a
written argument on specific facts and applicable laws?

Source: Lex Mundi, Harvard University, and World Bank.
World Development Report 2002 background project. 

Box 6.4

Comparing judicial efficiency



Countries such as Australia, Belgium, Singapore,
and the United States have fewer requirements for
judges. At the other end of the spectrum, Ecuador, the
Arab Republic of Egypt, Italy, Lebanon, and Morocco
require simple debt collection cases to be heard by pro-
fessional judges in general-jurisdiction courts. This in-
creases the public finances necessary for litigation and
greatly lengthens the duration of each trial. 

A complementary measure is the type of legal assis-
tance necessary for a lay person to bring a case to the
court. As discussed below in the section on judicial re-
form, the need for professional legal representation
greatly increases the cost of litigation, serving as an entry
barrier to the court system for poor members of society.
For the cases studied in this report, few countries make
representation by a professional lawyer mandatory.
Those that do are all middle- and low-income countries,
such as Ecuador, Lebanon, Morocco, the Philippines,
and Venezuela.

Countries differ significantly in terms of the dura-
tion of simple civil litigation related to commercial dis-
putes. It takes less than three months to reach a judg-

     

This index measures how complex judicial litigation of sim-
ple commercial disputes is, and therefore how difficult it
is for a layperson to pursue a legal procedure by herself in
defense of her interests. The index ranks from 0 to 1,
where 1 means that litigation is very complex, while 0
means that it is not. The index is formed by adding five
equally weighted variables: 

Legal language or justification. This describes how
much legal language or legal justification is required in dif-
ferent stages of the process. 

Notification procedure. This describes the level of com-
plexity involved in the process of notification of the
complaint (service of process) and the notification of final
judgment. 

Legal representation. This describes whether for the
case provided, the legal assistance of a licensed attorney
would be required by law or by practice. 

Complexity of complaint. This evaluates the level of
complexity for preparing and presenting a complaint for
the case. 

Suspension of enforcement because of  appeal. This
describes whether the enforcement of final judgment
would normally be suspended when the losing party files
an appeal until the appeal is finally decided, or if judgment
is generally enforceable. 

Source: Lex Mundi, Harvard University, and World Bank.
World Development Report 2002 background project. 

Box 6.5

Index of the complexity of litigation
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Figure 6.1

(a) Procedural complexity reduces efficiency

(b) Rich countries also have complex
regulations, but . . .

(c) . . . they have more efficient systems because
of complementary institutions and capacity



ment on small debt collection, equivalent to 5 percent
of GNP per capita, in Denmark, Japan, New Zealand,
Singapore, and the United States. In contrast, it takes
more than two years to reach a judgment in Colombia,
the Czech Republic, Kuwait, Malta, Mozambique, and
the United Arab Emirates. 

Enforcement of judgment differs significantly be-
tween countries. In the richest quartile of countries it
takes on average 64 days to enforce a judgment on
small debt collection once the judge has produced 
an opinion. The countries in the poorest quartile fare
worse. On average, it takes 192 days—a long time,
particularly for small businesses with little access to
credit—to collect debts once a judgment is rendered. 

There are also differences among countries at simi-
lar income levels. For example, countries differ in how
long it takes to enforce a judgment. In the poorest
quartile of countries the average duration from judg-
ment to enforcement in debt collection cases is only 18
days in Ghana, but almost 450 days in Senegal. This
diversity of enforcement efficiency again suggests that
it is possible to undertake simple reforms of the judi-
cial system in developing countries that can signifi-
cantly enhance access for small firms and poorer entre-
preneurs. This means that policymakers need not wait
for overall reform of the judiciary but can work on im-
proving certain aspects. While large-scale judicial re-
forms may face some political opposition, others may
be more feasible in the short run. In some cases effec-
tive reform may mean building a new institution, such
as a specialized court, rather than modifying old ones
(see the discussion on judicial reforms below). 

The survey underscores how countries vary greatly
in the details of the law as well as the enforcement of
the law. And these difficulties can affect efficiency. First,
the speed with which the same case is adjudicated in
different countries varies enormously. For example, it
can take anywhere from 35 days (Singapore) to four
years (Slovenia) to solve a commercial dispute that in-
volves a returned check. Second, a large part of this dif-
ference can be explained by the procedural structure of
the judicial system. This includes the prevalence of oral
versus written procedures; the existence of specialized
courts, including small claims courts; the possibility for
appeal during or after the trial; and the allowed num-
ber of appeals. Third, some characteristics of the judi-
cial system are much more likely to be associated with
superior judicial performance. For example, the exis-
tence of oral procedures and continuous court cases

(the court meets on continuous days until the case is
resolved) explains much of the variation in the length
of commercial dispute resolution (box 6.6).

The study also indicates that 90 percent of proce-
dures for Costa Rica, Ecuador, Guatemala, Morocco,
and Senegal, and 100 percent for Argentina, Honduras,
Spain, and Venezuela, are written. Not surprisingly, the
judicial process of collecting debt lasts on average 180
days in Honduras, 300 days in Argentina, and 432 days
in Senegal. The predominance of written procedures is
evident in some of the industrial countries as well. For
example, in both Norway and Japan 80 percent of all ju-
dicial procedures in the debt recovery case studied re-
quire written documents. Yet the duration of cases is rea-
sonably short: 90 and 60 days on average, respectively.
This evidence suggests that complicated procedures are
especially problematic in poorer countries, where they
may facilitate corruption or be unsuitable given the ex-
isting levels of administrative capacity. Also, they fre-
quently serve as barriers to entry for poor people.

   

In Tunisia the recovery of overdue small debts is normally
achieved by means of a special procedure called injonc-
tion de payer before a general-jurisdiction judge. Provided
that the debt has been proven and established, the judge
grants the injunction to pay. The debtor cannot oppose the
order. Therefore, the civil lawsuit excludes the usual stages
of service of process, opposition, hearing, and gathering
of evidence. On average, the entire procedure from filing
until payment takes less than a month. 

This simplified procedure does not mandate legal rep-
resentation. Legal costs are very low, approximately $54
when represented by a lawyer, and zero if the plaintiff rep-
resents herself. There are no court fees for the injunction,
and the plaintiff only pays bailiff fees, of around $20, for
the actual collection. In contrast, many countries at a simi-
lar level of economic development have a considerably
lengthier and more costly process for small debt recovery.
Recovering small debt in Venezuela, for example, involves
a complicated process. The parties to the case and the ad-
judicators must go through 31 independent procedural
actions from filing of the lawsuit to payment of the debt.
The average duration of the process is about one year, and
legal representation of parties is mandatory, as is the case
in most other Latin American countries. Small debt recov-
ery in Venezuela is also associated with markedly high
legal costs. Average attorney fees are approximately
$2,000, while court fees reach $2,500.

Source: Lex Mundi, Harvard University, and World Bank.
World Development Report 2002 background project.

Box 6.6

Debt recovery in Tunisia



When building effective judicial institutions, pol-
icymakers aim to establish courts that decide cases
cheaply, quickly, and fairly, while maximizing access.
These variables are not independent of one another.
However, the evidence indicates that tradeoffs among
them exist only at the margin. For example, when ju-
dicial performance is very slow, improvements in speed
can be made without compromising fairness. A recent
study from Argentina suggests that policymakers are
not always bound by such tradeoffs; it demonstrates
that to be fair, the justice system need not be slow, but
many policymakers use the existence of a tradeoff as an
excuse for maintaining the status quo.10

Access to the judicial system, partly by the poorer
members of society, can be limited by factors such as
procedural complexity, whether legal representation is
required, and high financial costs. For example, where
most procedures are in written form rather than oral,
access is limited (figure 6.2).

The types of cases a nation’s courts tackle represent
policy choices. The procedure for resolving a dispute
must be proportionate to the value, importance, and

complexity of the dispute. Low-value or simple disputes
might be assigned to simpler and faster procedures con-
suming fewer court resources. For example, disputes
over small amounts of money should be handled by
small claims courts. The World Bank has been involved
in establishing this system in the Dominican Republic,
where it was discovered that more than 80 percent of
commercial cases involved trivial amounts of money. 

Policy choices should also be dictated by public pref-
erences. For example, recent empirical work suggests
that disputants value the chance to describe their ver-
sion of the story to an impartial adjudicator; that is,
oral procedures in front of a judge are perceived as par-
ticularly “fair.” In fact, this “day in court” factor out-
weighs every other variable tested, including the actual
outcome of the dispute.11

Judicial reform efforts

Attempts to improve judicial efficiency have varied
widely across industrial and developing countries.12

However, three key themes run through the successful
initiatives to improve judicial efficiency.

� Increased accountability of judges. For public sec-
tor employees, ensuring accountability is the mir-
ror image of private sector contracting. The judge
is contracted to provide efficient adjudication.
However institutional features of the judicial sys-
tem and the presence of complementary institu-
tions (such as the media) affect the incentives of
judges to provide such adjudication. The provi-
sion of information on judicial performance and
monitoring play a key role in affecting judges’
incentives and accountability. Accountability 
can also be increased through pressure from civil
society.

� Simplification. Simplification of legal procedures
can lead to more efficient outcomes. Simplifica-
tion may result from replacing written hearings by
oral ones or by creating specialized courts. An ex-
cessive emphasis on procedure may undermine
fairness, but so may excessive informality. As ex-
plained earlier, however, the evidence shows that
judicial systems in developing countries which suf-
fer from capacity constraints also suffer from an
excess of formality and complexity of procedure.

� Increased resources. In some countries the judiciary
seriously lacks resources. In such cases, additional
resources have been found to improve judicial ef-
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ficiency. But in most cases, increased resources for
the judiciary enhance efficiency only if they com-
plement more fundamental reforms, such as elim-
inating all easily identifiable redundancies and in-
efficiencies in the judicial system. Recently, the
Philippine Supreme Court asked for a large in-
crease in public funding. However, a report by 
the Center for Public Resource Management, a
Philippine NGO, has identified a large number
of duplicative units and functions within the
office of the clerk of court and the office of the
court administrator. There are also 11 separate
records divisions in the various offices of the
Supreme Court. These units are not electronically
or manually networked. Each maintains its own
records processing, filing, and archiving func-
tions. It is estimated that if these redundancies
were eliminated from the judicial system, re-
sources equivalent to 8 percent of its budget
would be freed for other uses.13

Accountability
When judges are accountable for their actions, judicial
systems can become more efficient, with judges pro-
viding faster and fairer solutions to cases. The incen-
tives judges face affect judicial performance. Institu-
tional design, in turn, affects judges’ incentives. One
of the primary factors affecting incentives is informa-
tion on judicial performance, which allows the perfor-
mance of judges to be monitored. A frequently used al-
ternative is the imposition of legislated time limits on
the resolution of particular types of cases. While legis-
lated time limits have been a popular response to slow
trials, the results to date have not been very encour-
aging. For example, in the United States time limits
originally set by the Supreme Court have proved unen-
forceable. This is partly because it is difficult to moni-
tor judicial effort. There is no objective way to tell
whether a case drags on because it has legitimate diffi-
culties or because a judge fails to do her job. As another
example, judges in Argentina and Bolivia are given
mandatory time limits to conduct and decide cases, but
these are rarely enforced.

Systems where each judge works on the basis of an
individual calendar have had some success. In such sys-
tems a single judge follows a case from beginning to
end. This is in contrast to the master calendar, where
the court can assign different parts of a case to different
judges. The master calendar has some advantages; a case

can go on if a judge is sick or has a large workload, and
judges can specialize in the procedural tasks that fall in
their area of expertise. But there are drawbacks as well.
No judge is fully familiar with the case, different judges
can rule inconsistently in the same case, and—when a
case takes a long time in a master-calendar jurisdiction—
it is hard to know who is responsible. Some studies have
found that the individual calendar is associated with re-
duced times to disposition, not only because the judge
in charge is more familiar with her own cases, but also
because judges feel more accountable.14

Generating accurate statistics reduces delay, since
judges care about their reputation. Such an effect has
been reported, for example, in Colombia and Guate-
mala.15 The experience with delay reduction programs
in the United States suggests that because problems on
a case, such as excessive delay, can be uniquely traced to
a judge, individual calendars make judges work harder
and manage cases more effectively.16 More broadly, rep-
utational effects are a crucial determinant of whether
delay in courts is severe. Reputational concerns are dif-
ficult to measure, however. Reforms such as reporting
judicial statistics are effective because they provide a
basis on which to assess judges’ efficiency and therefore
affect their reputation. 

Apart from hard statistics, greater transparency in
the conduct of judicial business, coupled with a judge’s
interest in her reputation and desire for prestige, im-
proves judicial efficiency.17 This has been documented
in several industrial countries. When judges have open
trials, lawyers, litigants, the media, and the general pub-
lic observe their conduct. A review of the impact of
televising judicial proceedings in New York state found
that such scrutiny raises the efficiency of judges by one-
third while at the same time increasing the quality of
their judgments.18

Civil society groups can play an important role in
helping to increase accountability in the judiciary. For
example, in 1994 Argentina’s Fundación para la Mo-
dernización del Estado and Instituto para el Desarrollo
de Empresarios en la Argentina published a report on
the need for greater transparency as part of a judicial
reform proposal. Also in Argentina, Poder Ciudadano
formed a commission with other civil society organiza-
tions to follow the work of the new Judiciary Council.
This group requested public access to hearings of the
council and issued reports on its functioning.

In the Philippines the Foundation of Judicial Excel-
lence, the National Citizens Movement for Free Elec-
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tions, and the Makati Business Club established the  
CourtWatch project in 1992. They sent two observers,
usually law students, to courtrooms over an extended
period of time. The observers rated judges after each
visit, based on direct observation and surveys of lawyers
and prosecutors involved in the case. The ratings
included the judge’s familiarity with the law, as well 
as the conduct of the proceedings, on such measures as
promptness, efficiency, and courtesy. Soon after the
program began, the media noticed that judges’ behav-
ior had changed and that the efficiency of the court had
risen significantly.19

Simplification and structural reform
Simplification of procedures and enforcement has been
found to improve judicial efficiency (as shown in fig-
ure 6.2). Three main types of simplification or struc-
tural reform are considered in this section: the creation
of specialized courts, alternative dispute resolution
mechanisms, and the simplification of legal procedures. 

Specialized courts. The structure of adjudication can
be changed by creating specialized courts. These courts
may be specialized around the subject matter (such as
bankruptcy and commercial courts) or around the size
of the claim. Creating or extending small claims courts
are among the most successful of all judicial reforms.
There are many examples. In Brazil, for example, small
claims courts have halved times to disposition and ex-
panded access to justice.20 In Hong Kong, China, it
takes only four weeks from filing a case to its first hear-
ing in the Small Claims Tribunal. 

These courts are very popular in industrial countries
too. Recently, the United Kingdom, which has had a
history of success with small claims courts, increased
the threshold on disputes that can be brought to these
courts to £5,000. Small claims courts are also popular
in Australia, Japan, and the United States. 

Specialized courts with a particular subject-matter
jurisdiction can also increase efficiency. Such courts
have been set up for streamlined debt collection in sev-
eral countries, including Germany, Japan, and the
Netherlands. Labor tribunals in Ecuador have been as-
sociated with reduced times to disposition. Many of
these specialized courts emphasize arbitration and con-
ciliation, so some of the positive results for specialized
courts may be the result of their emphasis on alterna-
tive dispute resolution methods.21 Specialized courts
also introduce simplified steps if they cut some of the
general civil court procedures. For example, the re-

cently established specialized commercial court in Tan-
zania cut the average time to disposition from 22
months to 3 months.22 The creation of the Tanzanian
commercial court was the result of the combined efforts
of the government, private business, and international
donors (box 6.7).

Alternative dispute resolution. In developing coun-
tries where judicial systems are ineffective, alternative
dispute resolution (ADR) mechanisms can substitute
for ineffective formal legal procedures. ADR mecha-
nisms range from informal norm-based mediation to
formal arbitration courts based on a simplified legal
process. These systems may be run by communities or
by the state. As formal systems develop, use of formal
courts increases, so proportionately more disputes are
resolved in these courts. Finally, as courts become very
efficient and their judgments sufficiently predictable,

     

Tanzania’s Commercial Court was established in 1999 as
a specialized division of the country’s High Court. It was
launched at a time when the government of Tanzania had
committed to embracing a market system and wanted to
accelerate the process of building a legal and judicial sys-
tem to support market reforms. 

The Commercial Court has jurisdiction over cases
involving amounts greater than Tsh10 million (about
$12,500). It has a higher fee structure than the general di-
vision of the High Court. The filing fee is about 3 percent
of the amount in dispute in the Commercial Court, while
in the general division fees are capped at Tsh120,000
(about $150). The high fees discourage many litigants;
these litigants use the High Court. Appeals of the Com-
mercial Court’s preliminary or interlocutory orders, a com-
mon source of delay in the Tanzanian system, are barred
by rule until the case is finished. 

The Commercial Court may keep filing fees until it has
covered its annual operating budget. The general division
must remit all fees collected to the Treasury. This means
that the Commercial Court has a more stable and timely
funding source. Cases filed with the court from Septem-
ber 1999 to November 2000 have an average value of
about Tsh 52 million ($65,000). About half involve debt re-
covery, a quarter involve other contract disputes, and the
rest involve tort, trademark, property, company law, insur-
ance, or tax claims. Banks and financial institutions are the
heaviest users of the Commercial Court. About 80 percent
of cases that go to the court are settled out of court
through mediation or settlement negotiations.

Source: Finnegan 2001.
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The creation of a specialized commercial court
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the use of out-of-court settlements may increase rela-
tive to the number of court filings.

The experience on ADR mechanisms is generally
positive. Many successful specialized courts and indige-
nous justice courts incorporate a strong element of ar-
bitration and conciliation—including the Dutch kort
geding, Ecuadorian labor mediation, justices of the
peace in Peru, mediation centers in Latin America, In-
dian lok adalats, and the Russian treteiskie courts.23

The presence of alternative dispute resolution may
reduce opportunities for corruption in developing
economies. A judicial system in competition with other
institutions is less able to extract rents from litigants.
The poorest members of society and firms unaffiliated
with large business groups are most likely to be affected
adversely by inaccessible, corrupt, or inefficient courts.
The experience with establishing a mediation facility
in Bangladesh illustrates that transparent, swift, and ac-
cessible adjudication is possible with a relatively low
budget (box 6.8). The evidence indicates that enforce-
ment works best when all parties understand how the
decisions are reached. The legitimacy of mediation de-
pends in large part on incentives for agents to abide by
the decisions of the forum. In most countries, this in-
centive is provided by societal norms, the prospect of
repeat dealings, or the threat of court actions. As the
Bangladeshi example shows, transparency in the medi-
ation process is important.

The main criticism of alternative dispute resolution
methods, voluntary or otherwise, is that such mecha-
nisms generally work better when the courts are effi-
cient. In other words, parties to a dispute have incen-
tives to settle when they know what court judgments
they will get; courts complement ADR systems. How-
ever this is clearly not the case in many developing
countries, where ADR systems function as substitutes.
But to function in this manner, they need to effectively
represent the community for whom they adjudicate.
The lok adalats in India, for example, are not very pop-
ular since they do not offer adequate compensation for
victims, who face high costs in the courts to enforce their
rights. These are more likely to be the poor people.

While few question the value of voluntary ADR
mechanisms, mandatory systems have a mixed record
and may have unintended consequences. This is partly
due to the fact that litigants are bound by arbitration
decisions. For example, they may go to the courts after
mandatory arbitration. Voluntary arbitration systems
may be set up by private parties or the government. In

the United States, for example, the courts with the
most intensive civil settlement efforts tend to have the
slowest disposition times. Neither processing time nor
judicial productivity is improved by extensive settle-
ment programs.24 Referring cases to mandatory ar-
bitration has no major effect on time to disposition,
lawyer work hours, or lawyer satisfaction and has an in-
conclusive effect on attorneys’ views of fairness.25 In
some mediation programs—for instance in Japan and
in some countries in Latin America—the mediator is
also the judge. This situation may be procedurally un-
fair, as the judge may pressure the parties into a settle-
ment. Parties will fear being frank before the same offi-
cial who will pass judgment on them later. 

Procedural law. Case studies also show that simplify-
ing procedural law can increase judicial efficiency. A
factor commonly associated with inefficiency in civil
law countries is the predominance of written over oral
procedures.26 This is particularly important in Latin
America.27 A move toward oral procedures has pro-
duced positive results in Italy, Paraguay, and Uruguay.28

In the Netherlands the kort geding—technically, the
procedure for a preliminary injunction—has developed
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The Maduripur Legal Aid Association (MLAA), a Bangla-
deshi NGO, has set up a mediation structure in rural areas
to deliver dispute settlement services for women. The
local MLAA mediation committees meet twice a month to
hear village disputes, free of charge. More than 5,000 dis-
putes are mediated each year, of which two-thirds are re-
solved. The mediation program builds on the traditional
shalish system of community dispute resolution and is not
part of the court system. The MLAA staff is composed of only
120 people, since the mediation committees are made up
of volunteers. The annual budget is small: only $80,000.
The evidence suggests that a large majority of the settle-
ments are respected because they are reached in full view
of the community. Information on the process has helped
strengthen legitimacy of the association. Approximately
60 percent of disputes involve family matters, 15 percent
deal with property and land disputes, and the remainder
mostly deal with disputes between neighbors. Plaintiffs
prefer the mediation system since it is locally adminis-
tered, free of charge, and relatively quick to render judg-
ment; a decision is made within 45 days of the filing. In
contrast, a court case will cost 250 taka in initial fees, and
a minimum of 700 taka in lawyer’s fees for a simple case.
It will, on average, take three years to reach judgment. 

Source: USAID 1998.

Box 6.8

Alternative dispute resolution in Bangladesh 



informally into a type of summary proceeding on mat-
ters of substantive law. A kort geding rarely requires
more than one oral hearing. Each party presents its case
and replies immediately. The president of the court in-
dicates the parties’ chances of success in a full action,
and the oral hearing often ends in settlement. On aver-
age, kort geding cases take six weeks. Oral procedures
are a dominant characteristic of small claims courts and
specialized tribunals. 

Simplification of procedures tends to have a positive
impact on efficiency because greater procedural com-
plexity reduces transparency and accountability, in-
creasing corrupt officials’ ability to obtain bribes. Pro-
cedural simplification tends to decrease time and costs
and increase litigant satisfaction (for instance, the stream-
lined procedure of British small claims courts, or jus-
tices of the peace in Peru).29 The efficiency of small
claims courts seems to be driven by the simplicity of
procedures. Indeed, English small claims courts are not
a separate institution. County court procedures have
merely been modified over the years to accommodate
small claims.

The overall impact of procedural simplification de-
pends on how burdensome the procedures were previ-
ously. Reforms in clogged systems may bring about a
large increase in filings in the short run but in the long
run will be associated with improved service, greater lit-
igant satisfaction, and improvements in access. 

Streamlining the system by which judicial procedure
itself is determined can be beneficial. If every proce-
dural change must go through the legislature, experi-
mentation and innovation become difficult. Powers of
the legislature to determine the organization and pro-
cedural rules of courts could be partially delegated 
to the judiciary; such a step has proved beneficial in
Uruguay.30 Or the legislature could partially delegate
these powers to individual courts to encourage more
flexibility, as has been done in the United Kingdom,
where small claims judges have the ability to adopt any
procedure they believe will be just and efficient. Many
procedures have been adopted because they were be-
lieved to serve fairness, protect the accused, and im-
prove access of the poor. But the judiciary itself needs
checks and balances. Such authority is best devolved to
judges when there are also measures established to en-
hance accountability. 

Not every attempt at simplification is successful,
however. Design needs to be adapted to country cir-
cumstances. Hence the need for some experimentation.

As Romania’s experience shows, issues such as the limit
on the amount of the claim to be settled in small claims
courts or the relationship between small claims courts
and other parts of the judicial system can be important
in determining the impact of reforms.31 In October
2000 the Romanian government passed a decree aimed
at reducing the caseload burden of the commercial
courts and shortening delays. However, the evidence
suggests that certain features of the reforms have re-
moved an element of competition within the court sys-
tem that was provided by the ability to choose in some
instances between the Judecatorii, the small claims court
for firms, and the Tribunale, the general-jurisdiction
court. Previously, choice among courts enabled firms to
avoid costly delay. 

Another constraint on the ability of procedural re-
form to deliver greater judicial efficiency is the law it-
self. When the substantive rules are unclear and other
institutions are weak, there may be a limit as to how
much judicial efficiency can be improved through pro-
cedural reform. For instance, when most land is unti-
tled, land tenure is insecure because no one is sure how
courts will rule on a contested claim. A land-titling pro-
gram, as Peru’s experience shows, may increase judicial
efficiency.32 In the Dominican Republic substantive
changes in family and commercial law—reducing
gender bias in custody cases, modernizing the commer-
cial code, and implementing more effective sanctions
against debtors—were necessary conditions for success-
ful judicial reform.33 Substantive simplicity may also
be behind the efficiency gains associated with the small
claims court studies.

Increased resources
Judicial officials and reformers have both cited the lack
of resources and staff as the main factor constraining
efficiency. However, the evidence on the effectiveness
of increased resources is mixed. Data from the United
States and from Latin American and Caribbean coun-
tries show no correlation between the overall level of re-
sources and times to disposition.34 Further, many effi-
ciency-improving efforts include funding increases
along with other initiatives, making it difficult to iso-
late the impact of increased resources relative to other
factors. For example, in Paraguay the number of judges
was increased at the same time as oral proceedings were
introduced.35

The evidence indicates that funding increases help
alleviate temporary backlogs in systems that have made
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a serious effort to work better but are of little use when
inefficiencies are large. Crash programs to reduce back-
logs through large infusions of resources have shown
good results in the short term, but without deeper
change, these results cannot be sustained. Introducing
computer systems or other mechanization in the ju-
diciary, often a major component of World Bank–
sponsored reform efforts, has helped reduce delays and
corruption in Latin America.36 Resource increases are
needed to introduce computer-based systems. Much of
the reduction in corruption as a result of such a reform
is probably due to the increased accountability in
mechanized systems. Computerized case inventories are
more accurate and easier to handle than the paper-
based procedures they replace, and more than one per-
son can have access to them, which makes them harder
to manipulate. 

Overall resource levels are often uncorrelated with
judicial efficiency, but in cases of extreme underfund-
ing, an infusion of resources can be effective. In Uganda,
for example, backlogs were caused by shortages of sta-
tionery and were solved when another court donated
paper. The Supreme Court of Cambodia has acknowl-
edged that lack of funds has made it difficult to arrange
travel for trial witnesses. The Supreme Court in Mon-
golia has abandoned circuit work due to lack of travel
money.37 Resources may also help judges improve man-
agement. A major inefficiency in many judicial systems
is judges’ responsibility for administrative work, such
as signing paychecks and ordering office supplies. Cen-
tralizing administrative work in a single office, where
the employees have administrative training, increased
efficiency in Colombian and Peruvian courts and in the
Guatemalan public ministry. 

Fairness

Good governance requires impartial and fair legal in-
stitutions. This means guaranteeing the independence
of judicial decisionmaking against political interfer-
ence. A judiciary independent from both government
intervention and influence by the parties in a dispute
provides the single greatest institutional support for the
rule of law. If the law or the courts are perceived as par-
tisan or arbitrary in their application, the effectiveness
of the judicial system in providing social order will be
reduced. As discussed in previous sections, fairness also
requires institutions that make judges accountable for
their actions. Judicial independence needs to be cou-
pled with a system of accountability in the judicial sys-

tem. Civil society organizations and the media play 
a key role in monitoring judicial performance. The
absence of checks on the judicial system can create
arbitrariness. 

Guarantees of judicial independence from the state
Judicial reform that aims to improve the quality and in-
tegrity of judicial decisions is best focused on creating
politically independent, difficult-to-intimidate judges.
Creating a system of checks and balances also improves
fairness and integrity. For this, judicial independence
needs to be coupled with a system of social accountabil-
ity. The channels for such accountability can be the free
media and civil society organizations or can be built
into the judicial system itself. These are discussed above
and in chapter 10.

A study commissioned for this Report collected data
from the constitutions of 71 countries, examining three
factors that guarantee judicial independence: the dura-
tion of appointment of supreme and administrative
court judges; the extent to which administrative review
of government acts is possible; and the role of legal
precedent in determining how disputes are resolved. 38

The same study shows how judicial independence
strengthens enforcement of property rights in countries
(figure 6.3).
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Note: Higher values indicate better enforcement and more
independence.  
Source: La Porta and others, 2001, World Development Report 2002
background paper. 
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� Duration of appointment. When judges have life-
long tenure, they are both less susceptible to di-
rect political pressure and less likely to have been
appointed by the politicians currently in office.
Independence is particularly important when
judges are adjudicating disputes between citizens
and the state (for example, freedom of speech is-
sues and contract disputes). Therefore, the study
focuses on the tenure of two different sets of
judges: those in the highest ordinary courts (the
supreme courts), and those in administrative
courts, which have jurisdiction over cases where
the state or a government agency is a party to lit-
igation. Countries in which judges are indepen-
dent from the influence of the state also tend to
be countries where the judiciary is free from in-
terference by private parties. The tenure of judges
matters in both cases. Peru is frequently rated as
the country with the least judicial independence.
Former President Fujimori kept more than half
of judges on temporary appointments from 1992
to 2000.

� Administrative review. In some countries citizens
can challenge administrative acts of the govern-
ment only in administrative courts, which are
part of the executive branch. In other countries,
citizens can seek redress against administrative
acts directly through ordinary courts, or they can
request the supreme court to review decisions
made by administrative courts. Arbitrary govern-
ment actions, including those that limit the role
of the judiciary, are less likely when the judiciary
can review administrative acts.

� The role of legal precedent. In some countries the
role of courts is merely to interpret laws. In other
countries courts have “lawmaking” powers be-
cause jurisprudence is a source of law. Judges have
greater independence when their decisions are a
source of law. Indeed, many legal scholars con-
sider that the existence of case law as a legitimate
source of law is the clearest measure of judicial in-
dependence. In some countries case law exists 
de facto although not de jure. For example, the
French Revolution stripped all legislative power
(and power over administrative acts) from the ju-
dicial system. However, judges in many civil law
countries such as France and Germany do pay at-
tention to precedent.

In 53 out of the 71 countries in the sample, supreme
court judges are appointed for life. This diverse group
of countries includes, for example, Argentina and Ethi-
opia, Iran and Indonesia. Supreme court judges are ap-
pointed for terms of more than six years, but less than
life, in nine countries, including Haiti, Japan, Mexico,
Panama and Switzerland. Supreme court judges are ap-
pointed for less than six years in China, Cuba, Hon-
duras, and Vietnam. The results for the tenure of ad-
ministrative court judges follow a similar pattern.

The next indicator measures the independence of
courts in ruling on the disputes between the govern-
ment and its citizens. There are two aspects to this mea-
sure: which courts have the ultimate power over admin-
istrative disputes, and the tenure of judges in these
courts. Administrative judges adjudicate many key dis-
putes in this area. However, whereas in 17 countries, in-
cluding France and Italy, the rulings of administrative
judges are final, in 50 countries, including Bangladesh,
Kenya, Mozambique, the United Kingdom, and the
United States, these rulings can be appealed to judges
in ordinary courts. A key implication of the ability to
appeal administrative sentences in ordinary courts is
that, as a result, the supreme court has ultimate juris-
diction over rulings of the administrative courts.

Supreme court control over administrative cases is
possible in countries of any legal origin, but it tends to
happen more in common law countries. Whereas the
supreme court has ultimate control over administrative
cases in 90 percent of the English legal origin countries,
it has final authority only in 67 percent of the countries
of French and German legal origin. But the ability of
the supreme court to review sentences by adminis-
trative courts is a meaningful restraint on the power of
the executive only when coupled with independent,
tenured judges. Administrative review is conducted by
judges with lifelong tenure and subject to supreme
court review in 90 percent of English origin countries
and 80 percent of Scandinavian countries, but only
37.5 percent of French origin countries and 16.7 per-
cent of German origin countries.39

Jurisprudence is a source of law in all English origin
countries. However, jurisprudence is also a source of
law in all Scandinavian origin countries and in 80 per-
cent of German origin countries, including Germany,
Japan, Korea, and Switzerland. French origin countries
occupy an intermediate position. Jurisprudence is a
source of law in 36 percent of these cases, including 
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in France and in many Latin American countries that
modeled their constitutions after that of the United
States. These differences in case law across legal origins
are magnified by the tenure of supreme court judges,
the judges who ultimately interpret the law. For exam-
ple, not only do supreme court judges have law-mak-
ing power in English and Scandinavian origin countries
but they also have lifelong tenure. 

The data indicate that independence of judges from
the state can be built into any legal system. The main
constraint is not the nature of the legal system, but
rather political factors, which determine the degree of
independence of the judicial system. Restraint of arbi-
trary state action and accountability of the state is 
a critical development that needs to accompany over-
all judicial system development. In many developing
countries, judicial independence could be enhanced by
giving judges lifelong tenure, by giving them lawmak-
ing powers, and by allowing supreme court review over
administrative cases. 

There are several other ways to enhance judicial in-
dependence in addition to the three just listed. First,
the budget of the judicial system can be set as a fixed
percentage of the total government budget by law. In
this way, it will not be possible to deny resources to the
judiciary. In most courts, as the example of the Tanza-
nia commercial court in box 6.7 illustrates, court fees
can go toward the court budget. Only after this budget
is replenished will money go toward the government
budget. Second, transfers in judicial appointments can
be made subject to the written approval of judges. This
rule was instituted in France in 1976 and is necessary
in countries like Kazakhstan, where the media recently
reported cases of judges being reassigned after deciding
cases against government agencies. Third, transparent
criteria for career advancement are also likely to deter-
mine the degree of political independence. In most
countries around the world, the executive or legislative
branch decides on appointments to higher positions in
the courts. This process creates opportunities for bar-
gaining between politicians and judges in countries
with high levels of corruption.

Intimidation by private actors
Intimidation by powerful private interests is as likely to
result in arbitrary decisions as is intervention by the
state. In Colombia, for example, powerful drug lords
threaten the lives of judges and their families. In the

1990s alone more than 60 judges were assassinated.
One solution to the problem is the creation of “face-
less” judges or juries, who decide on cases without the
public knowing their true identity. This method has
been successfully tried in Colombia. But even this so-
lution may be inadequate. In a corrupt society the iden-
tity of faceless judges can be revealed.

Another channel of influence is through bribes and
corruption. In a number of countries judges’ salaries are
lower than those of other public servants and much
lower than the salaries of private sector lawyers. This
creates incentives to sell justice. While few countries can
afford to pay judges $500,000 a year and more, as is the
case in Singapore, numerous countries in the last decade
have introduced a pay scale consistent with the salaries
of other public officials. In Uruguay, for example,
higher court judges receive salaries equivalent to those
of cabinet ministers. While wage increases would not
eliminate high-level corruption in the judiciary, they
may eradicate small-scale bribery. Judges will have less
need to supplement their income. To date, however,
there has been little systematic evidence on this issue. 

Conclusions

The judicial system plays an important role in the de-
velopment of market economies. It does so in many
ways: by resolving disputes between private parties, by
resolving disputes between private and public parties,
by providing a backdrop for the way that individuals
and organizations behave outside the formal system,
and by affecting the evolution of society and its norms
while being affected by them. These changes bring law
and order and promote the development of markets,
economic growth, and poverty reduction. Judicial sys-
tems need to balance the need to provide swift and af-
fordable—that is, accessible—resolution with fair reso-
lution; these are the elements of judicial efficiency.

Judicial reform, like other institutional reforms, is
often politically difficult. When considering institu-
tional reform in this area, recognizing the complemen-
tarity among different institutional elements is key.
Many elements affect judicial performance—for exam-
ple, the institutional process for setting wages and pro-
motions, procedural law, substantive law, the capacity
of lawyers and judges, and the perceived relevance of
the courts by people. Not all the elements that affect
judicial performance are equally difficult politically.
This is important: institutions work as systems. An im-
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provement in one part can affect the efficiency of the
whole system; that is, policymakers may complement
various small reforms to improve efficiency while build-
ing momentum for larger reforms. 

The success of judicial reforms depends on increas-
ing the accountability of judges; that is, providing them
with incentives to perform effectively, simplifying pro-
cedures, and targeting resource increases. One of the
most important elements affecting judicial accountabil-
ity is transparency, or the provision of information that
makes it easy to monitor judicial performance and
affect judges’ reputations—for example, judicial data-
bases that make cases easy to track and hard to manip-
ulate or misplace. 

Simplifying legal procedures tends to increase judi-
cial efficiency. For example, for judicial systems that
rely excessively on written procedures, a shift toward
oral hearings tends to make trials simpler, faster, and
cheaper, with little loss of accuracy. Reforms of this sort
have improved efficiency and access in countries with
diverse legal traditions. Small-claims courts and justices
of the peace are widely popular because of their lay lan-

guage and pared-down procedures. Simplification is
particularly important in countries where complemen-
tary institutions are weak, and other types of reforms
may be more difficult in the short run. Simplified pro-
cedures may also benefit the poorer members of soci-
ety and increase their access to the judicial system. Al-
ternative dispute resolution systems—based on social
norms or on simplified legal procedures—can also en-
hance access of the disadvantaged to legal services. Par-
tially delegating the “nuts and bolts” of procedural re-
form to the judicial branch can speed the process of
innovation and experimentation.

Judicial reform that aims to improve the quality and
integrity of judicial decisions is best focused on cre-
ating politically independent, difficult-to-intimidate
judges. Creating a system of checks and balances also
improves fairness and integrity. For this, judicial inde-
pendence needs to be coupled with a system of social
accountability. The channels for such accountability
can be the free media and civil society organizations,
or accountability can be built into the judicial system
itself.
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Of all human powers operating on the affairs of
mankind, none is greater than that of competition. 

—Henry Clay, 1832 

Competition has long been acknowledged as an
important force bringing about economic de-
velopment and growth. In the 18th century

Adam Smith pointed out that China’s lack of competi-
tion with the outside world limited its growth and de-
velopment prospects at the time and allowed the persis-
tence of the divide between the rich and the poor (box
7.1). The subsequent history of China—a weakened na-
tion invaded and occupied by foreign powers, followed
by the Communist Revolution brought on by inequal-
ity of wealth and incomes—seems to have illustrated
Smith’s prescience. The history of Western Europe pro-
vides many examples of institutional changes that pro-
moted or restricted competition, or competition that
promoted institutional change. In some instances gov-
ernments initiated institutional changes. In Sweden in
the 19th century, for instance, the government abol-
ished the guilds, which supported an urban monopoly
in some professions, to promote production in rural
areas. In other instances institutional changes to pro-
mote competition occurred without government inter-
vention. For example, in 19th century Germany profes-
sional guilds progressively lost their power because of
competition from the emerging factory system. 

Competition—domestic and international—pro-
vides incentives for institutional change around the
world (chapter 1) by modifying the effect of existing
institutions. Competition can also act as a substitute
for other institutions. There is evidence that competi-
tion can substitute for an effective bankruptcy system
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Competition

because it exerts pressures on inefficient firms to go
into liquidation.1 There is evidence that competition
can substitute for strong shareholder control in firms
in raising productivity growth. Greater competition
raises productivity growth in a firm with no dominant
external shareholder, while competition has no posi-
tive impact on productivity performance in the pres-
ence of a dominant outside shareholder.2 There is also
evidence that competition can change the nature of
labor market institutions (see the discussion below).

At the same time, there may be conflicts between
promoting competition and promoting better corpo-
rate governance. For example, business groups estab-
lished to solve information and enforcement problems
might restrict entry into markets. Also, not all the in-
stitutional changes that arise from competition en-
hance the well-being of all members of society (chap-
ters 4, 5, and 9).

The central element of competition in product mar-
kets is the freedom of traders to use their resources
where they choose and to exchange them at a price
they choose.3 Product market competition increases
efficiency (and productivity, and the growth of pro-
ductivity in the economy) by providing incentives for
managers to reduce costs, innovate, reduce slack, and
improve the institutional arrangements in production.4

Productivity growth, in turn, is one of the main sources
of growth in countries.5 In industrial countries produc-
tivity growth is generally the result of technological ad-
vances. In developing countries productivity growth
has mostly been attained through technology spillovers
from trade, foreign direct investment, licensing, and
joint ventures. 

Sometimes there may be a conflict between the sta-
tic and dynamic effects of competition. Or firms may
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not invest in innovations that require high initial in-
vestments. Institutions that protect intellectual prop-
erty rights and reduce competition may be needed to
resolve this problem. 

A number of studies, concentrated on industrial
countries, have found a positive relationship between
competition and efficiency (measured by productivity
levels), and between competition and the rate of pro-
ductivity growth.6 In the presence of competition,
firms adjust operations to raise efficiency and thus
maintain profitability, and less efficient firms exit the
industry. The exit of these firms frees up resources,
which can then be used by more efficient firms. Entry
and exit has been shown to be an important source of
industrywide productivity growth in semi-industrial-
ized countries such as Chile (1979–85) and Morocco
(1984–87).7 In a study of Korea between 1990 and
1998, plant exit and entry accounted for as much as 45
percent of manufacturing productivity growth during
cyclical upturns and 65 percent during downturns.8

Some studies have found that the benefits of com-
petition do not depend on having large numbers of
firms.9 Studies show that technical efficiency falls with
increased market concentration in industrial (Australia,
Canada, Japan, the United Kingdom, and the United
States) and developing (Korea) countries but that,

below a certain level of concentration, technical effi-
ciency also falls. 10 A study of firms in transition econ-
omies finds that competition from one to three rivals is
important in explaining innovation such as a firm’s de-
cision to launch new products.11 Those firms with more
than three competitors perform better than monopo-
lists, but their advantage is only half as great as those
facing one to three competitors.12

The preceding discussion suggests that to obtain the
benefits of competition—greater efficiency and inno-
vation in product markets—some degree of competition,
but not always competition by a large number of firms,
is needed. Moreover, it is not just market structure but
also the threat of entry—either by firms or by prod-
ucts—that determines the degree of competition in do-
mestic markets. It is difficult in practice to measure the
extent of actual and potential competition in domestic
markets (box 7.2). In developing countries with lim-

     

China seems to have been long stationary, and had proba-
bly long ago acquired that full complement of riches which
is consistent with the nature of its laws and institutions.
But this complement may be much inferior to what, with
other laws and institutions, the nature of its soil, climate,
and situation might admit of. A country which neglects or
despises foreign commerce, and which admits the ves-
sels of foreign nations into one or two of its ports only,
cannot transact the same quantity of business that it might
do with different laws and institutions. In a country, too,
where though the rich or the owners of large capitals
enjoy a good deal of security, the poor or the owners of
small capitals enjoy scarce any . . . the quantity of stock
employed in all the different branches of business trans-
acted within it can never be equal to what the nature and
extent of that business might admit. In every different
branch, the oppression of the poor must establish the mo-
nopoly of the rich, who, by engrossing the whole trade to
themselves, will be able to make very large profits.

—Adam Smith, An Inquiry into the Nature and
Causes of the Wealth of Nations, 1776

Box 7.1

Adam Smith on competition, 1776

There are three main ways to measure competition. The
first approach is to measure the extent to which produc-
tion is concentrated among a small number of firms. This
includes using indicators such as the four or five firm con-
centration ratios, the percentage of employment by the
four largest firms, the Herfindahl index (sum of squares of
market shares of firms), and the number of firms in the
market. 

The second approach is to look at the consequences
of market structure rather than the market structure itself.
This can be done by estimating the residual elasticity of
demand for the firm’s own product—the extent to which
a price rise by the firm would lead customers to substitute
away and buy from rival firms, or turn away from the prod-
uct altogether. 

The third approach is to look directly at the behavior of
firms to infer the extent of competition the firms perceive
they face. The price-cost margin is the most commonly used
measure. 

These three ways of measuring competition are con-
sistent with one another and are complementary. The con-
centration measure is probably the easiest to use in devel-
oping countries, compared with the other two, which
require extensive information. But focusing just on current
market structure variables misses the importance of po-
tential competitors—those that could enter the market
and therefore act as a discipline on incumbent firms.

Note: The idea of contestability was originated in Willig
(1980). See Baumol and others (1982). 
Source: Carlin and Seabright 2000, World Development
Report 2002 background paper.

Box 7.2

Measuring competition



ited capacity and supporting institutions, the priority
for policymakers should be to ensure both the free entry
and exit of firms and exposure to international competi-
tion. This chapter looks at institutions that restrict or
promote competition in markets. The institutions that
enhance the provision of infrastructure services (laws
and regulations and the agencies that enforce them) are
also important for promoting competition. These in-
stitutions are discussed in chapter 8.

There are many potential barriers to competition. In
developing countries the main institutional barriers to
domestic competition are government regulations on
exit and entry of firms.13 Even in the tradable sector,
international competition may not lead to domestic
competition, partly because of institutional barriers to
competition, such as government regulations in prod-
uct and factor markets that deter firm entry, exit, and
growth. Excessive and costly government regulations
also facilitate corruption and lead to adverse distribu-
tional consequences by inducing workers and firms to
escape into the informal market. Private institutions
can also cause barriers to competition. For example, the
monopolization of domestic distribution channels can
mean that even when a good can be imported freely,
there still may not be competition in the domestic mar-
ket for that good. 

Domestic institutions that promote competition in-
clude competition laws and competition authorities. In
structure and mandate they differ significantly, even
among industrial countries—that is, one size does not
fit all. These were introduced by governments to tackle
private barriers to product market competition, and to
ensure that, in sectors characterized by natural monop-
olies, prices do not diverge too much from costs. Many
developing countries suffer from human capital con-
straints. In resource-constrained countries governments
may benefit from focusing on removing barriers to
entry and exit in markets and opening the economy to
international competition before turning their atten-
tion to building competition institutions, particularly
for tradable sectors. But many developing countries al-
ready have competition laws and agencies. By focusing
the agenda for these agencies, these institutions can be
made more effective at promoting competition. The
priority for competition authorities should usually be
the cases that can harm competition, such as cartels and
exclusive supply and distribution contracts. 

International trade reform itself can be viewed as
institutional reform, since it changes the rules of the

game for those affected.14 International trade pro-
motes competition in markets. Openness to interna-
tional trade also helps exert pressure on governments
to reform those domestic product and factor market
institutions that undermine the ability of firms to re-
spond to competitive pressures from abroad. But the
effect of this source of competition is mostly limited
to tradable goods, such as manufactures. Some prod-
ucts, such as cement and infrastructure services, are 
by their nature not easily transportable. That is, trans-
port costs are so high that sellers cannot make returns
high enough to encourage trade. When infrastructure
is poor, only consumers who live near the border can
enjoy the benefits of price competition from freely
traded products. 

Governments worldwide need to build more effec-
tive institutions to address aspects of the international
trade regime that can undermine competition. At the
national level, this includes making further progress in
liberalizing services as well as goods, and, for industrial
countries, in providing access for developing country
exports. At the international level, it includes reducing
compliance and certification costs of trade-related prod-
uct standards (such as food safety standards) and taking
advantage of the flexibility allowed in the Agreement on
Trade-Related Intellectual Property Rights (TRIPS) to
allow developing countries to maximize benefits. 

International standards do not always promote com-
petition, and not all standards are appropriate for devel-
oping countries. Without attention to country circum-
stances, some standards, such as those for international
property rights, can even have adverse distributional
consequences. Moreover, complementary institutions or
human capital to enforce these systems do not exist in
many countries. In international forums human capital
constraints can prevent developing country policymak-
ers from engaging effectively in negotiations. These are
areas that need attention if future development of inter-
national standards is to reflect developing country pri-
orities and promote competition.

This chapter first discusses constraints on domestic
competition—that is, government regulations on firm
entry, and competition laws and agencies. It then dis-
cusses restrictions affecting international transactions:
trade restrictions and intellectual property rights. 

Domestic competition

This section focuses on the two main factors that de-
termine the extent of competition in domestic markets.
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The first, and the most important in developing coun-
tries, is government regulation of product and factor
markets, which can inhibit firm exit, entry, and growth.
The second is private or “natural” barriers to domestic
product market competition. These include monopo-
lies on domestic distribution or private barriers arising
from localized markets, either because products are not
transportable or because infrastructure is poor. 

Regulations on entry and exit
Governments can inhibit firm entry either through di-
rect restrictions on the establishment of new firms or
through an excessive number of entry regulations. The
poor functioning of factor markets can also inhibit firm
entry. The failure to provide strong property rights for
land can reduce firm entry (chapter 2). Poorly function-
ing credit markets that result in restricted access to credit
for some groups—in particular, small and medium-size
firms—can also deter firm entry into some activities, re-
stricting firm growth and limiting the extent of compe-
tition in the product market (chapter 4). 

Governments can also inhibit firm entry by raising
exit costs. Firms are less likely to enter a market if exit

costs are high or, in the extreme case, if exit is impossi-
ble.15 Government institutions that raise the cost of exit
include factor market regulations, such as labor legisla-
tion, that make it costly and sometimes even impossi-
ble for firms to lay off workers (box 7.3). Another ex-
ample is restitution laws in transition countries, which
inhibit land transactions and deter firm exit and hence
firm entry (chapter 2). Unprofitable businesses may
also keep operating when they receive budget subsidies
or quasi-fiscal support such as soft loans or are permit-
ted to fall behind in their taxes or other payments, in
the process impeding entry and exit.

Removing or relaxing institutional barriers to prod-
uct market competition promotes competition directly
and exerts pressures on governments to remove rigidi-
ties in factor markets. Rigidities in land, labor, and cap-
ital markets can raise adjustment costs in the domestic
economy, for example, causing higher unemployment,
as firms are exposed to pressures of competition. It is
not uncommon to find product and factor market re-
strictions coexisting.16 It can also be argued that un-
competitive product markets allow the persistence of
factor market restrictions. Box 7.4 presents an example
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Almost all countries have labor laws and regulations to protect
workers. These fall into five categories:

� Establishment and protection of workers’ rights, including
the right to associate and organize, the right to bargain col-
lectively, and the right to engage in industrial action

� Protection for vulnerable groups, including minimum work-
ing age requirements, equality of wages, and employment
opportunities and special provisions for women

� Establishment of minimum compensation for work, includ-
ing minimum wages, minimum nonwage benefits, and over-
time pay

� Assurance of decent working conditions, including occupa-
tional health and safety provisions and maximum hours of
work

� Provision of income security, including social security, job
security, severance pay, and public works. 

World Development Report 1995 provides a detailed analy-
sis of labor legislation and its effects and shows that not all
labor laws achieve their intended objectives. The Report sug-
gests that labor laws in developing countries be simplified and
focused on basic human rights and safety issues.

In developing countries excessively restrictive labor laws
sometimes have the effect of benefiting a group of relatively

well-off workers at the cost of limiting the employment of oth-
ers (sometimes the majority) in the formal sector. In some
countries labor laws have introduced significant rigidities into
the labor market, with adverse consequences for production
and growth. 

An example is India, with 165 pieces of labor legislation
(World Bank, 2000d; Zagha 1998). Indian labor laws provide for
a wide scope for initiating industrial disputes, long procedures
for settlement of industrial disputes, inflexible provisions on
change in conditions of service, and provisions enabling gov-
ernment interventions in areas such as layoff, retrenchment,
and closures. The proliferation of labor laws is made worse by
definitional complexities, making their interpretation even more
difficult. There are 11 different ways of defining “wages,” and
the meaning of “worker,” “employee,” and “employed person”
changes depending on the piece of legislation. 

Lack of clarity about the rights and obligations of employ-
ers and employees, litigiousness, and delays in settling dis-
putes have consequently become key features in the applica-
tion of India’s labor laws. Most disputes take more than 1 year
to settle, and 20 years is not infrequent. This legislative frame-
work has impeded large-scale industrial restructuring, reloca-
tion, or exit—and hence entry into the formal sector—and even
the relocation of labor within an enterprise and often even in
the same city or town.

Box 7.3

Labor regulations and rigidities in the labor market: the example of India



in which increased product market competition in-
creased the flexibility of labor markets in India. Similar
examples are found in industrial countries.17

Institutional barriers to firm entry erected by govern-
ments include restrictions on the establishment of new
firms. For example, in Korea restrictions on the involve-
ment of the chaebol in retail activity and an arduous bu-
reaucratic store-opening evaluation process contributed
to low productivity in the general merchandise retailing
sector.18 These regulations were established with the ob-
jectives of protecting small stores, discouraging con-
sumption, and promoting more investment in the man-
ufacturing sector. The regulations, however, led to the
undesirable outcome that some profitable investments
were prevented and others were distorted.

Governments can also raise the cost of entry through
the procedures they mandate that firms undertake for
starting up businesses.19 Although some of these pro-
cedures—such as appropriate safety, health, and envi-

ronmental regulations—could be beneficial, others are
not. Even beneficial regulations can inhibit firm entry
if they are too numerous, too complex, or too costly,
relative to the income level of the country.

A recent study covering 85 countries found that reg-
ulations may have unintended effects on business activ-
ities or outcomes. 20 For example, on average, neither
pollution nor the number of accidental poisoning cases
(as an example of work-related accidents) fell as the
number of regulations imposed by governments across
the world increased. This does not mean that socially
beneficial regulations should be eliminated. Instead, it
is the quality rather than the quantity of regulations that
matters, along with their successful implementation. 

The same study found that developing countries
generally require more procedures to start a new busi-
ness than industrial countries. But there are exceptions.
Notably, France has the same number of procedures as
Russia. Both countries require 16 procedures, com-
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Before India’s wide-ranging economic liberalization program
began in the early 1990s, the Indian production system was char-
acterized by high rents created by industry licensing and protec-
tion from external competition. This system had enabled firms
to pass on to consumers the cost of workers’ privileges embed-
ded in labor regulations and had eroded firms’ incentives to mini-
mize labor costs. Labor, through union activity, had captured part
of the rents generated by the restrictions on competition.

With the liberalization of the economy, producers began 
to face competition in product markets, which restricted their

ability to pass on to consumers the cost of workers’ privileges.
This made workers more conscious of the employment conse-
quences of their demands. Firms became more adept at cir-
cumventing labor market regulations and at resisting union pres-
sure, as reflected in the increase in lockouts (managers shutting
down production to deny striking workers their wages). At the
same time, incentives for union activity declined, as reflected
in the decline in the number of strikes.

Box 7.4

Increased product market competition and increased labor market flexibility in India
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pared with 20 in Bolivia. The countries with the fewest
number of procedures or regulations are all industrial
countries, with Canada and Australia having the least
(two). 

The procedures covered by the study fall into five
categories: health and safety, environment, taxes, labor,
and general screening. Screening—a set of general pro-
cedures whose purpose is often unclear—is typically the
most onerous. Unsurprisingly, the larger the number of
procedures required, the longer it takes to start a busi-
ness and the greater the cost (relative to per capita in-
come). For example, Mozambique and Bolivia, which
are among those countries with the highest number of
procedures, are also among the countries where it takes
the most days to start a new business (174 and 82, re-
spectively). It is also costly to start a business in these
countries, with costs of 116 and 263 percent of GDP
per capita, respectively (costs can rise to over 300 per-
cent of GDP per capita in some countries). In compar-
ison, in Canada, where there are two procedures, it
takes only two days and costs only 1.4 percent of GDP
per capita to start a new business. 

Many of these procedures consist of obtaining ap-
provals from several different offices and requiring formal
notarizations at various steps, or of overly burdensome
inspections for tax and other regulations. This implies
that it is more costly for firms in developing countries
than in industrial countries to start up new businesses. In
those industrial countries where there are more proce-
dures, the effect of more regulation is countered by the
presence of a more accountable and transparent adminis-
tration, and better information and enforcement. Entry
regulations are also found to reduce competition in do-
mestic markets, particularly in large countries, even when
the country is open to international trade.21

The number of procedures is associated with larger
unofficial economies and a higher level of corruption
(figures 7.1 and 7.2). Many studies have shown that ex-
cessive product and labor market regulations induce
firms to shift their activities into the informal market to
bypass the high costs of doing business and employing
labor in the formal sector.22 Estimates of the size of the
informal economy and of the proportion of workers em-
ployed in it show that both have been growing over the
past decade in many transition and OECD countries.
Rising state regulatory activities, labor market regula-
tions, and an increasing burden of taxation and social
security payments have driven this process.23 These es-
timates also indicate that in general, the size of the

shadow economy as a percentage of GDP is larger in de-
veloping than in industrial countries.

The informal economy increases competition by
providing services and small-scale manufacturing and
by fostering dynamism and entrepreneurship and thus
leads to greater efficiency. But the positive benefits of
greater competition can be enhanced if the informal
sector has access to the protection of the official ju-
diciary system and to capital markets for finance and
insurance.

A larger informal economy also has distributional
consequences. Although employment in the informal
sector is better than no employment at all, workers in
the informal sector do not have access to the same ben-
efits, such as social security and unemployment bene-
fits, as do workers in the formal sector. Workers in the
informal sector are predominantly poor (see chapter 9);
this means that policies which prevent firm growth and
formalization are biased against the more disadvantaged. 

Competition laws and competition authorities
Some of the more prominent examples of private barri-
ers to product market competition are monopolies, car-
tels, and vertical restraints (for example, contracts be-
tween producers and their distributors that prevent the
distributors from carrying competitors’ products). “Nat-
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ural” entry barriers can arise from localized markets, in-
frastructure services, or natural monopolies. Govern-
ments can address private and natural barriers to prod-
uct market competition using competition laws and
competition authorities. 

Building competition institutions. Canada and the
United States were among the first countries to intro-
duce competition law, in 1889 and 1890 respectively.
Many European countries introduced competition laws
in the 1950s, after World War II. Most developing and
transition countries did not introduce competition laws
until the 1990s. Around 90 countries have such laws in
operation, with several more, including China, the Arab
Republic of Egypt, and the Former Yugoslav Republic
of Macedonia, drafting and debating competition laws.
But the enforcement of competition laws in many de-
veloping countries—and in low-income countries in
particular—is not very active. This is the result partly
of the short tenure of these laws and partly of a lack of
complementary institutions that would facilitate en-
forcement, such as courts or well-established informa-
tion processing systems for the regulator.

Governments have introduced competition laws,
and competition authorities to enforce them, because
of concerns about the anticompetitive behavior of
firms, in response to economic crises, or because of in-
ternational pressures, which may or may not be crisis-
induced. In the United States the Sherman Antitrust

Act, for example, was introduced with a view to re-
straining the power of large business conglomerates op-
erating in the country at that time. Sweden introduced
an antimonopoly law in 1925 because of concerns
about cartel abuses. Denmark, the Netherlands, and
Norway gradually transformed their older laws control-
ling prices or regulating cartels into antitrust-type
statutes, also in response to increasing cartelization in
the late 1920s and early 1930s.

France, Indonesia, and Romania provide examples
of countries that introduced competition laws in re-
sponse to economic crises. The French government en-
acted its first modern antitrust measure, the Decree of
1953, in response to economic crisis—including infla-
tionary problems following World War II and the Ko-
rean War, the need to attract foreign direct investment
(FDI), and the perception that restrictive practices,
especially in the distribution sector, were hindering eco-
nomic recovery. More recently, economic crises in In-
donesia and Romania led to the introduction of com-
petition laws as part of overall economic stabilization
and reform programs. In these two cases, international
development and lending agencies, such as the World
Bank, created pressures for adopting competition laws.

Japan, Germany, and most countries in Central and
Eastern Europe are examples of countries that intro-
duced competition laws because of international pres-
sure. Japan and Germany enacted antitrust legislation
following World War II, despite local objections. The
Anti-monopoly Law of Japan and the De-cartelization
and De-concentration Law of Germany were both en-
acted in 1947. They were significantly amended by
later legislation, moving away from their U.S. origins
to regimes considered more suitable to local conditions,
particularly through a higher degree of tolerance for
some types of cartel activities. Similarly, after the fall 
of the Berlin Wall in 1989, the countries of Central 
and Eastern Europe that aimed to join the European
Union began enacting antitrust legislation, under some
pressure from the European Commission. Most of these
countries later amended their laws to make explicit mat-
ters that their advisers had originally taken for granted.
In other words, the supporting legal framework for
competition policy in these countries was missing, and
there was a different understanding of the reach of the
law. For example, the legal authority of an antitrust
body to come to an agreement with a private party to
settle a case had to be clarified. This was particularly the
case where the private party had to go through a formal
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administrative or enforcement process within the com-
petition authority or in the courts.

The European Union is a unique case. Its members
have collective and national antitrust legislation, with
the competition regime of the European Union incor-
porated into the national laws of individual member
states. The primary focus of the European Union’s com-
petition regime—incorporated in articles of the Treaty
of Rome and enforced by the European Commission—
is economic integration among the member countries.
Therefore the most serious prohibitions concern prac-
tices that would create or preserve fragmentation along
national lines, such as country-specific vertical restraints
and restrictions on the use of intellectual property. 

Variations in competition laws and their enforcement.
A survey of competition laws in 50 countries con-
ducted for this report shows that different conceptions
of competition exist across countries. This is reflected
in two key elements of competition law: what consti-
tutes dominance—the ability of a firm to unilaterally
control price and output in the market—and how
countries deal with cartels. Differences are also reflected
in the way competition laws are enforced. 

DOMINANCE. The survey reveals that 28 out of 50
countries have qualitative definitions of dominance,
while the remaining 22 countries have a wide range of
market shares as their benchmarks (table 7.1). Most
OECD countries define dominance qualitatively. Sev-
eral Latin American countries also define dominance
qualitatively, but other developing countries tend to
have quantitative benchmarks. Even though competi-

tive processes in different industries differ, only one of
the countries surveyed—Tanzania—has separate speci-
fications for benchmarks of dominance for different
sectors. 

Given the importance of potential competition, as
well as actual competition, and differences about what
is needed to ensure competition based on industry
characteristics, ideally a qualitative approach toward
determining dominance is appropriate. But assessing
dominance qualitatively is a difficult procedure, requir-
ing sophisticated information and human resource ca-
pacity, both of which may be lacking in many develop-
ing countries. In these cases, quantitative benchmarks
can provide important information. The priorities 
for developing countries in promoting competition
should be liberalizing international trade and reducing
government-erected entry and exit barriers in product
markets. Building competition institutions is a lesser
priority for many countries. But a large number of
countries have already adopted competition laws and
agencies. The issue in these countries is how to make
these institutions more effective at enhancing compe-
tition in markets. 

CARTELS. There are two main ways in which cartels
can be treated in competition law. The first is to treat
all cartels as illegal, meaning that practices such as
price-fixing and other cartel-related behavior violate the
law regardless of the market power of participants, their
motives, or the purported business justifications. This
stringent treatment of cartels is found in 13 of the 50
countries surveyed, including the United States. The
second way is to use the rule-of-reason analysis, mean-
ing that it is up to the competition authorities to prove
the harmful economic effects of cartels. This less strin-
gent way of treating cartels is found in most coun-
tries. European Union competition law has an auto-
matic prohibition against anticompetitive practices and
agreements. It is up to the competition authorities or
national courts to prove that there has been an infringe-
ment and that the behavior (in the case of an agree-
ment) does not qualify for an exemption.

ENFORCEMENT. Along with differences in competi-
tion law, differences in enforcement determine the ways
in which countries treat competition.24 The two domi-
nant systems, which have been transplanted to many
developing countries, are the U.S. and the European
Union systems. The major difference between U.S. and
European Commission cartel enforcement is in the lev-
els and nature of enforcement. In the United States
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Table 7.1

Benchmarks of product market dominance 

in competition laws around the world

Market share

Country group of the firm

Developing and

transition countries

East Asia 50–75 percent
Eastern Europe and Central Asia 30–40 percent
Africa 20–45 percent

Industrial countries

United States Two-thirds or more
European Union 40–50 percent
Source: Competition laws, national competition authorities.
American Bar Association Antitrust Section. 2001. “Competition
Laws Outside the U.S.” Chicago.



price-fixing and other cartel behaviors are commonly
treated with criminal sanctions, with potentially large
fines and damages to injured parties. The U.S. Depart-
ment of Justice devotes substantial staff in its head of-
fice and in regional offices in major cities to detecting
and challenging cartels. The European Commission
staff for cartel enforcement is much smaller, but they
work together with staff in member states. There is no
investigative staff, and as a result, cartels are normally
investigated only following a complaint.25

In part, this weaker enforcement of cartels in the EU
could be a legacy of the past. Before the 1957 Treaty of
Rome, which codified European competition law, car-
tels were customary in Europe. The differences in the
treatment of cartels between the United States and the
EU also reflect the general differences in their objectives
for competition policy (box 7.5). These differences are
important for developing countries, which have mod-
eled their institutions after those of the United States
or the EU.

Building more effective competition institutions. The
effectiveness of competition laws and competition au-
thorities in promoting fair competition varies substan-
tially around the world. Results from the survey con-
ducted for this report indicate that the higher the per
capita income of the country, the more effective is the
competition law (figure 7.3). Also, the longer the com-
petition authority has been in place, the more effective
it tends to be, since learning by doing is important. The
average tenure of competition authorities in industrial
countries in the survey is 27 years, while that for de-
veloping countries is 10 years. On average, competition
authorities in industrial countries are 40 percent more
effective than competition authorities in developing
countries, according to the World Competitiveness Year-
book (2000) index of effectiveness of competition law,
which is based on surveys of top and middle manage-
ment of firms in each country.26 This is not surprising.
As stressed throughout this report, institution building
takes time and resources. 

These two factors aside, there are many actions that
governments can take to build more effective competi-
tion laws and authorities. Competition agencies need
the statutory authority to force firms to supply neces-
sary information. For example, the first competition law
in Venezuela did not provide the competition agency
with such authority, which seriously undermined the
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The differences in U.S. and EU competition laws and en-
forcement stem from their different objectives. 

In the United States antitrust policy is primarily de-
signed to protect consumer welfare and the production of
a variety of products at reasonable prices. There is a mod-
est element of fairness (the right of firms to be free of co-
ercion) and hostility to vast concentrations of economic
power. The underlying assumption of U.S. enforcement
agencies and courts is that a robust competitive market is
automatically efficient.

By contrast, in the EU, the dominant objective of com-
petition policy is the economic integration of the member
nations, which is closely linked to the principle of free
movement of goods and services among member states.
The EU also considers competitive opportunities for small
and medium-size firms, raising the economic level of
worse-off nations, and general notions of “fairness.” Fur-
thermore, EU member countries also consider that joint
ventures, mergers, and other collaborations may be neces-
sary to enhance technological development and therefore
to allow European firms to compete effectively in global
markets. However, there are strict guidelines for these.

In contrast with U.S. legislation, the EU’s competition
regime emphasizes equity objectives as well, such as
employment and measures that encourage cooperation
among small and medium-size enterprises. 

Source: Graham and Richardson 1997.

Box 7.5

Differences between the United States and the

EU on competition law and its enforcement
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Effectiveness of competition law increases with

per capita income



ability of the agency to perform its functions. Compe-
tition agencies need to have legal enforcement powers
so that the agency can make decisions on competition
cases without referring the simpler ones to the courts.
This is true even in countries where courts work well
because the competition authority has the technical ex-
pertise to make decisions. Where courts do not work,
as in many developing countries, giving competition
authorities the power of enforcement is even more cru-
cial. For example, in Hungary in the early transition
years, the court system was so slow that creative litigants
began finding ways to bring their cases under the com-
petition law rather than other laws so they could obtain
a timelier ruling from the competition office. In India
one of the least controversial proposals in the drafting
of a replacement for the Monopolies and Trade Prac-
tices Acts is that new cases will be heard by a new, time-
bound tribunal rather than going to the courts or wait-
ing in queue behind old competition cases awaiting
resolution. Competition authorities need to be account-
able, and there needs to be checks and balances on these
authorities. One possibility is to allow appeals to higher
courts, particularly for the larger cases.

Governments need to ensure the independence of the
competition authority. One suggestion is that the head
of the authority be appointed by a committee or the par-
liament rather than by the president or the prime minis-
ter. Another suggestion is that the competition authority
should be independent of a government ministry and
should have its own budget. Independence of competi-
tion authorities from government ministries may be
more important in developing than industrial countries,
where there are more checks and balances in the politi-
cal systems and where greater transparency protects the
independence of competition authorities. Of the coun-
tries surveyed, 63 per cent of industrial countries have
competition authorities independent of any ministry,
compared with 59 percent in developing countries. 

Competition authorities need adequate budgets and
staff to perform their functions. On average, competi-
tion authorities in industrial countries have 75 percent
more staff (relative to the size of the economy) than de-
veloping countries. For example, the competition au-
thorities in Colombia and Peru have fewer than six pro-
fessionals dealing with antitrust.27

The competition agency and the private sector
should have the authority to lodge suits. For instance,
in Tunisia only the ministry can initiate cases. If the gov-
ernment is the only agent with this authority, the effec-

tiveness of the competition law in promoting compe-
tition can be undermined. Decisions by competition au-
thorities should be publicly available. Public availability
of competition decisions has a deterrent effect on po-
tential future violations of the competition law, which
should help promote the effectiveness of the law and, by
providing checks and balances, could also help ensure
the fairness of the proceedings. One of the most impor-
tant factors underlying the effectiveness of competition
laws—as for any institutions—is recognition of the im-
portance of the law and a willingness to enforce it by
both the government and civil society at large. 

In light of the human resource constraints in devel-
oping countries, those nations that already have com-
petition authorities may want to focus their efforts on
issues such as cartels and exclusive supply or distribu-
tion contracts. Other issues—such as price discrimina-
tion, predatory pricing (pricing below cost to drive out
competitors), or complex vertical restraint cases (such
as tie-ins, where a product can be purchased from a
supplier only if related products are purchased from the
same supplier)—are more complicated and less critical.
Moreover, they tax the capacities of competition au-
thorities even in industrial countries. 

International competition

Exposure to international markets plays a central role
in promoting competition in domestic markets. Im-
ports directly introduce international competition pres-
sures to domestic markets. This pressure is also intro-
duced indirectly, through exports, since domestic firms
have to compete in the global marketplace.

There is a sizable body of empirical work based on
microeconomic data (firm or plant-level) that provides
evidence that trade liberalization increases competition
and, consequently, efficiency and productivity growth.28

Case studies show that even in a large industrial country
such as the United States, international competition
raises productivity. One study compares productivity in
Germany, Japan, and the United States and finds that in-
ternational competition has a greater impact than re-
gional or local competition in raising productivity be-
cause international competition exposes countries to the
most efficient production techniques.29 A recent cross-
country empirical study also found that openness pro-
motes competitive domestic markets, measured by esti-
mates of average economywide price-cost margins (figure
7.4).30 Moreover, this empirical work finds that the im-
pact of openness on markups is smaller in large coun-
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tries. There is also cross-country evidence that openness
promotes economic growth through technology-embod-
ied imports and because the larger potential market raises
the returns to innovation.31 The evidence shows that
economic growth reduces poverty, which suggests that
openness, on average, reduces poverty. 32

International trade is particularly useful in promot-
ing competitive markets in developing countries, where
there are information difficulties, inadequate contract
enforcement, and human capital constraints. These cir-
cumstances imply that it would be easier to use an in-
strument to promote competition that depends strictly
on rules, such as international trade, compared with an
instrument like competition law, which requires inves-
tigations and adjudication. 

International trade also creates pressures for govern-
ments to address institutional barriers to competition in
the domestic product and factor markets because these
barriers undermine the domestic economy’s ability to
respond to foreign competition. India provides a good
example of the role of international trade in liberalizing
domestic regulations on entry (box 7.6). In Latin Amer-
ica trade reform was accompanied by labor market re-
forms to facilitate adjustment to global integration.33

While trade liberalization confers the benefits of en-
hanced competition and growth, trade reforms, like any
reforms, can have adverse distributional consequences.34

In particular, some segments of the population may be
temporarily thrown into unemployment or poverty.
Flexible product and labor markets reduce adjustment
costs (see discussion above). Other measures to address
these adjustment costs include safety nets, as discussed
in World Development Report 2000/2001. 

The merits of international competition are now
widely accepted among policymakers. Accordingly, gov-
ernments worldwide significantly reduced tariff and
nontariff barriers on goods in the 1980s and the 1990s,
although significant scope exists for further reduction
in tariff and nontariff barriers in many countries (box
7.7). The World Trade Organization (WTO) and its
predecessor, the General Agreement on Tariffs and
Trade (GATT), have helped secure gains in unilateral
trade liberalization through multilateral negotiations.
(World Development Report 1999/2000 includes a de-
tailed discussion of the role of the WTO.)

In addition to further reductions in tariff and nontar-
iff barriers in both industrial and developing countries,
governments need to build more effective institutions to
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Figure 7.4

Openness reduces price-cost margins

Before the 1990s India had one of the most highly pro-
tected economies in the world, supported by an extremely
restrictive industrial licensing regime that regulated firm
entry and exit. Beginning in the early 1990s India under-
took a wide-ranging reform program that included substan-
tial liberalization of trade. Restrictions of various kinds
have remained in the economy. One of the most severe
examples has been the garment industry. The garment
industry was covered by the Small-Scale Industry Act,
which restricts production to small-scale firms in more
than 1,000 products. In the garment sector, besides re-
stricting garment production to small-scale firms, it capped
foreign direct investment in the industry at 24 percent of
total equity.

In 2000, because of its membership in the World Trade
Organization (and in anticipation of the elimination of quo-
tas set by industrial countries on garment imports under
the Multi-Fiber Agreement), India took a major step in lib-
eralizing the garment sector. It removed garments from
the list of industries covered by the Small-Scale Industry
Act and removed restrictions on foreign direct investment.
The objective of this policy change—which allows invest-
ment to expand the scale of production—is to enable the
Indian garment industry to become more competitive in
the world market.

Source: Kathuria, Martin, and Bhardwaj 2000.

Box 7.6

Open trade and institutional change: 

product markets in India



deal with forces that can undermine competition. For
example, there are troubling signs that progress in trade
liberalization in developing countries is being rolled back
through the increasing use of antidumping measures.35

Other examples include the use of product standards,
limited liberalization of services such as financial services
and telecommunications, intellectual property rights,
and private international cartels. Aside from their impor-
tant effect on trade and competition, these issues are se-
lected for discussion in this report because they help
clearly illustrate the key factors about institution build-
ing highlighted in chapter 1. 

Product standards
Standards can improve information flows and facilitate
production and exchange. International standards have
the potential to facilitate trade beyond what bilateral
standards may achieve. But in practice, countries may
also use standards to block trade. For example, man-
datory regulations may discriminate against foreign
suppliers or exclude both domestic and foreign en-
trants from a market. Technical regulations may also be

stronger than is necessary for achieving a particular level
of social protection, thus imposing excess costs on con-
sumers and eroding the benefits of liberalized trade.

Product standards have increasingly been used as a
technical barrier to trade in recent years.36 This issue
was explored in detail in a recent World Bank report.37

This section focuses on the purpose of product stan-
dards and what can be done to reduce or eliminate their
potential negative effects on international trade.

The term product standards refers to the charac-
teristics that goods should possess. Process standards
refers to the conditions under which products are man-
ufactured, packaged, or refined. Labeling requirements
deal with the provision of information about product
characteristics or conditions of production. Standards
can be voluntary, such as those in the International
Organization for Standardization (ISO) 9000 series on
quality. Or they can be mandatory, such as domestic
regulations that affect imports through technical re-
quirements, testing, certification, and labeling.

Implementing standards is costly. Costs include the
one-time expense of product redesign, building an ad-
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The benefits of trade liberalization for developing countries
would be significantly enhanced if industrial countries also re-
duced their tariff and nontariff barriers, especially on agriculture
and textiles. Uruguay Round agreements in these areas have
yet to yield benefits for developing countries. The replacement
of quotas by tariffs on agricultural products by industrial coun-
tries, in accordance with the Agreement on Agriculture, only
minimally reduced the protection of agriculture (and in some
cases increased protections). Because of the complexities of
the agreement, industrial country support to agriculture rose
from 31 percent of gross farm receipts in 1997 to 40 percent in
1999, without violating the Uruguay Round agreement. Indus-
trial countries have until 2005 to liberalize trade under the
Agreement on Textiles and Clothing. Much of the liberalization
to date in these areas has been on products that were not
under restraint to begin with (Finger and Nogues 2000).

Further improvements in access to industrial country mar-
kets for exports can substantially increase welfare in develop-
ing countries. World Bank estimates indicate that benefits to
developing countries from abolishing their own protection
amount to around $65 billion a year. If, in addition, industrial
countries also abolished protectionist measures, including the
Multi-Fiber Agreement quotas, developing countries would
gain an added $43 billion a year—$12 billion from removing
barriers to agricultural exports and $31 billion a year from the
abolition of tariffs on manufactures, one-third of which would
come from removing barriers on the sensitive textile and cloth-
ing sectors. 

Recently, industrial countries, including European Union
members, Canada, and the United States, have announced
several initiatives to liberalize market access for the least-
developed countries. While this marks progress in liberalizing
market access for developing countries, free access needs 
to be extended to all products by the EU, the United States,
Japan, and Canada (the QUAD countries) if developing coun-
tries are to gain material benefits. For instance, the World
Bank estimates that the United States’ Africa initiative would
increase Africa’s exports by only 0.1 percent. The increase
would double to 0.2 percent if the United States extended
duty-free access to all products. African exports would in-
crease by as much as 5 percent (or $2 billion) if all the other
QUAD countries extended duty-free access to all products. 

Even after the elimination of the MFA quotas, developing
countries will still face significant tariffs on their textile and
clothing exports because of some remaining tariff peaks (tar-
iffs of 15 percent and higher), that are obscured by the low av-
erage most favored nation (MFN) tariffs of industrial countries.
World Bank estimates suggest that granting developing coun-
tries free access to U.S. markets would increase total devel-
oping country exports by around 5 percent. Tariff peaks also
occur in Canada and Japan, affecting 10 and 3 percent of total
developing country exports, respectively.

Source: Hoekman, Ng, and Olarreaga 2001; Ianchovichina,
Mattoo, and Olarreaga 2001.

Box 7.7

Benefits of liberalization of industrial country markets for agriculture and textiles



ministrative system, and the continuing cost of moni-
toring compliance. Firms must decide whether to es-
tablish an expensive platform design, which can be eas-
ily modified to accommodate particular markets, or to
design a product initially solely for the home market,
with modifications for export. Compliance costs can
provide an advantage to large multinational firms,
which can afford expensive platform design.

Conformity assessment—the verification that regula-
tions are met—can also be an expensive procedure. Gov-
ernments in importing countries may refuse to recog-
nize tests performed by exporting firms or their public
authorities and may not accept conformity declarations.
Conformity assessment is vulnerable to bureaucratic and
nontransparent rulemaking and is highly susceptible to
capture by domestic companies seeking protection.
Moreover, the uncertainty in complying with such pro-
cedures can reduce the willingness of firms to compete
in markets. 

Governments could endorse the wider use of “sup-
pliers’ declaration of conformity” to regulatory require-
ments, with a systematic review of products currently
subject to mandatory government testing and certifica-
tion that can be moved to declaration of conformity sta-
tus. Products accorded this status would require only
that suppliers declare that they meet certain standards,
and importing countries would have to accept such
declarations. A multilateral “Global Conformity Agree-
ment” could then be developed, based on this list, for
negotiation and agreement at the WTO. It is critical
that developing countries participate in this agreement
and that the distributional impacts of these standards
across countries be explicitly considered. As an enforce-
ment mechanism, postmarket surveillance systems by
governments of importing countries could ensure that
the standards are actually being met.

In agriculture the lack of progress toward harmo-
nized, internationally accepted standards has the poten-
tial to undermine the gains made by removing tradi-
tional barriers because countries are erecting new
barriers through the unilateral introduction of stan-
dards for traded agricultural products. In such a situa-
tion the creation of international standards for these
products could enhance the welfare of developing coun-
tries, but only if developing countries participate in the
setting of standards as equal partners.

Trade and investment in services
The benefits of liberalization of trade in goods are often
limited by the lack of competition in services. This is

particularly true of those services that are basic inputs
or components of the economic infrastructure, includ-
ing financial services, telecommunications, transport,
and business services. The increasing share of services in
production and employment in both industrial and de-
veloping countries underscores the importance of liber-
alizing services. Many of the fastest-growing sectors are
services—telecommunications, health, and finance—
and foreign direct investment in services currently makes
up more than half of annual global FDI flows. 

The WTO’s General Agreement on Trade in Ser-
vices (GATS) has not produced significant liberaliza-
tion. Current levels of protection in services are as high
as, if not higher than, those applied to goods 10 or 15
years ago. In many instances the available information
on the level of protection suggests that ad valorem tar-
iff equivalents range from 50 to 100 percent.38 In gen-
eral, barriers in transport, financial, and telecom ser-
vices are higher than in business and distribution
services. Barriers are higher in developing countries
than in industrial countries. 

Liberalization of services can significantly enhance
the gains from liberalization of merchandise trade (box
7.8). For instance, if trade is liberalized but exclusive
distribution remains in place, this in effect transfers the
rents previously captured as tariff revenues by the gov-
ernment to the private interests that control the distri-
bution of imports.

Most industries use services as inputs to produc-
tion.39 A study of the telecommunications sector in
Egypt shows that adopting a more competitive regula-
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In Egypt the lack of competition in services that facilitate
trade reduces the gains from the liberalization of merchan-
dise trade. Only Egyptian nationals are allowed to engage
in the business of importing, which clearly reduces com-
petition in distribution and competition in domestic mar-
kets. Also, the lack of competition in the provision of port
services in Egypt, which are provided by public compa-
nies, has resulted in handling and storage fees 30 percent
higher than in neighboring countries, which have broadly
similar quality of services (Hoekman and Messerlin 1999).
There is also no competition in maritime shipping in Egypt,
which is monopolized by a state-owned firm. According to
a 1994 survey, the cost of shipment and handling in Egypt
of a standard container was 20 to 30 percent higher than
in the nearby countries of Jordan, Syria, and Turkey (Hoek-
man and Konan 1999).

Box 7.8

Lack of competition in services restricts gains

from merchandise trade liberalization



tory regime would generate a net welfare gain of around
$800 million (1.2 percent of GDP).40 A similar study
of Tunisia shows that liberalization of services would
raise both GDP and welfare by about 7 percent.41 It is
interesting to note that in Tunisia’s case the gains from
having foreign service providers establish local opera-
tions would far exceed those from cross-border supply
of services from suppliers remaining abroad.

Liberalization of services should aim to establish a
more uniform system of intervention and greater com-
petition in markets. Priority in liberalization should be
given to “backbone” sectors such as transport, telecom-
munications, and financial services, as well as to clusters
of interdependent services vital to economic develop-
ment and participation in the world economy, such as
transport and express courier services. The primary ob-
jective should be to ensure that potential entrants are free
to enter service markets and that policies do not discrim-
inate against foreign, as opposed to domestic, entrants.

Intellectual property rights 
Intellectual property rights (IPRs) include patents,
trademarks, copyrights, geographic indications, undis-
closed information (such as trade secrets), industrial de-
signs, and layout designs of integrated circuits, and
plant variety protection (see also chapter 2 for a discus-
sion of IPRs).42 By granting an exclusive right to con-
trol the commercial use of inventions, IPRs restrict
product market competition so as to create incentives
for innovation.

IPRs have gained prominence in global economic
policymaking over the last 15 years, most notably be-
cause of the 1994 Agreement on Trade-Related Aspects
of Intellectual Property Rights, which harmonizes min-
imum standards of IPRs in WTO member countries.
Industrial countries were obliged to comply with TRIPS
provisions by January 1, 1996. Developing countries
were obliged to comply by January 1, 2000, while least-
developed countries have until January 1, 2006, to meet
TRIPS requirements. 

All WTO members have made a commitment to im-
plement TRIPS, and there is a broad consensus that some
form of intellectual property safeguards is needed to pro-
tect innovation. But the empirical evidence on the po-
tential benefits of IPRs is weaker than might be expected.
Research in industrial countries does not provide strong
evidence that IPRs are necessary to stimulate R&D or in-
novation in most sectors. One frequently quoted survey
of 100 U.S. firms reported that patents seem to be very

important to R&D investment decisions mainly in the
pharmaceutical and chemicals industries.43 Other stud-
ies report that first mover advantages are more important
in high technology industries and that competitive mar-
kets are a greater stimulus to innovation than patents.44

Proponents of IPRs argue that stronger IPRs benefit
developing countries by promoting technology transfer
through foreign direct investment, trade, licensing, and
vertical integration of multinational firms. But the em-
pirical support for these potential benefits is mixed.
Various studies document positive associations between
foreign direct investment and IPRs, but others are un-
able to identify a relationship.45 The empirical evidence
provides somewhat stronger support for the argument
that IPRs promote technology transfer through trade
flows. Some studies find that imports of IPR-sensitive
goods in large developing economies increase with the
strength of IPRs.46

IPRs are generally more beneficial to industrial
countries than to developing countries. Developing
countries are net importers of technology, while, in
general, industrial countries are the producers of tech-
nology. Industrial countries therefore reap the static
benefits of higher prices resulting from the market
power provided by IPRs, at the expense of developing
countries. It has been estimated that the United States
stands to gain $5.7 billion in net transfers from TRIPS,
while Germany, Sweden, and Switzerland are also ex-
pected to receive substantial net inward transfers. In
contrast, developing countries are expected to experi-
ence net outward transfers, amounting to $430 million
for India, $434 million for Korea, $481 million for
Mexico, and $1.7 billion for Brazil.47

Although ensuring a core level of IPR protection
may increase developing country access to foreign tech-
nologies by safeguarding returns for foreign technology
producers, excessively strong IPRs can inhibit the dif-
fusion of knowledge. In developing countries, knowl-
edge is built more through access, imitation, and diffu-
sion of foreign technologies rather than only local
research. Legitimate ways to transfer technology under
some IPR systems such as reverse engineering or “in-
venting around” patents are restricted under strong
IPRs. The importance of adopting appropriate IPR
policies that allow access to technologies can be seen for
some East Asian countries in their early stages of devel-
opment (box 7.9). This principle is generally followed
worldwide, with countries adopting more flexible IPRs
at lower levels of per capita income. Figure 7.5 shows
that patent strength rises with per capita income.
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IPR systems may be less effective in poorer countries
because these will have less administrative, human, and
financial capacity to implement IPRs as well as fewer
complementary institutions. In particular, it is more dif-
ficult for developing countries to combat the potential
anticompetitive abuse of IPRs than for industrial coun-
tries, because the former generally have weaker regula-
tory capacity, competition laws, and enforcement agen-
cies. In many industrial countries intellectual property
is subject to general competition law, IPR statutory pro-
visions, or other regulations and guidelines. In some
countries, such as Canada, IPRs and their enforcement
are central to competition law. Attention to the link be-
tween IPRs and competition policy has been on the rise
in industrial countries. For example, the EU and the
United States have released further guidelines for apply-
ing competition policy to IPRs in recent years. 

In developing countries competition laws and poli-
cies in general do not address monopoly abuse of IPRs.
A survey of competition laws in developing countries
found that only 5 out of 33 countries ban IPR agree-
ments that restrict competition, compared with 9 out
of 21 industrial countries. A lack of capacity to enforce
competition laws also constrains the ability to control
restrictive practices. Unless developing countries rapidly
establish adequate competition frameworks and regula-
tory institutions that also address monopoly abuse of
IPRs, it is possible that increasing IPR protection could
result in welfare losses from monopoly behavior. 

But there are also some potential gains to develop-
ing countries from stronger IPR protection. For exam-
ple, if adaptation of imported technology to local needs
requires a significant amount of investment, local firms
will be willing to undertake the investment if they 
can be assured that their intellectual property rights are
protected. IPR systems may also benefit developing
countries by protecting indigenous property rights and
traditional knowledge. Developing countries hold ap-
proximately 90 percent of world biological resources,
which are particularly important in the development of
new pharmaceuticals. Mechanisms for sharing the pro-
ceeds from commercializing genetic resources can be
written into the IPR law, as for Costa Rica. Alterna-
tively, institutions can be built to protect the collective
intellectual property rights for traditional knowledge
held by cultural groups, as is proposed in Venezuela. 

How to maximize developing country benefits from
TRIPS. Developing countries have made a commit-
ment to implement TRIPS. To maximize their net
gains, these countries need to take advantage of the flex-
ibility built into TRIPS. There are several areas of flexi-
bility within TRIPS that provide the potential for de-
veloping countries to maximize benefits by promoting
access to technology and preventing anticompetitive
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The experiences of some East Asian countries suggest
that having IPR systems that maximize access to and dif-
fusion of technologies is appropriate in the early stages of
industrialization. In Malaysia and Korea, growth in indus-
trial sectors took place under weak IPR regimes, and in
later periods governments emphasized incentives for in-
novation in IPRs as sophisticated local technology sectors
developed. Japan introduced patents in the early 20th
century after reviewing IPR systems in Europe and the
United States. The Japanese system adapted other patent
regimes to suit local needs. Emphasis was placed on se-
curing access to foreign technologies, incremental tech-
nology development, and diffusion of innovation, through
features such as strong antitrust guidelines for technology
licensing and a central licensing office as a countervailing
influence on foreign bargaining power pressuring for
change in its IPR system.

Box 7.9

Weak IPR systems promoted access to

technology and growth in East Asia
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abuses while maintaining incentives to innovate, tackle
piracy, and still meet TRIPS minimum standards.

SCOPE AND EXCLUSION. Developing countries can
narrow the scope of what falls under IPRs in the fol-
lowing areas in conformity with TRIPS. First, develop-
ing countries can adopt a narrow interpretation of what
constitutes an invention and hence what needs to be
patented. For example, Argentina, Brazil, and China
have elected not to extend patent protection to soft-
ware. Second, developing countries can take advantage
of the TRIPS article that allows limitations and excep-
tions to copyright. For example, some countries permit
unauthorized use for social purposes such as education
and scientific research. Third, developing countries can
avoid patenting life forms (see also chapter 2) and can
apply special provisions under TRIPS to exempt public
goods from IPR protection. Finally, developing coun-
tries can expand IPR scope to protect genetic resources,
traditional knowledge and folklore, as is promoted by
the World Intellectual Property Organization.

COMPULSORY LICENSING. Countries can use compul-
sory licensing, allowed by TRIPS under some circum-
stances, to control anticompetitive behavior that results
from IPRs or in national emergencies, such as public
health crises. The license, issued by national authorities,
authorizes the use of IPR-protected subject matter with-
out the consent of the rights holder, with compensation
to the latter to be determined by the government. Every
OECD country has legal provisions for compulsory li-
censing under some conditions, and many developing
countries, including Argentina, Chile, China, Poland,
and South Africa, have already introduced such provi-
sions. The United States has granted thousands of li-
censes under antitrust decrees. 

PARALLEL IMPORTS. Parallel imports refers to IPR-
protected products imported into a country after being
released legitimately in another country. Parallel im-
ports therefore allow international competition in IPR-
protected goods. Proponents of parallel imports argue
that free trade in IPR-protected goods ensures compe-
tition in product markets, reduces prices, and enhances
consumer access to new technologies. But trade in IPR-
protected products may restrict access to new technolo-
gies for developing countries. Under a system with par-
allel imports and uniform protection of IPRs, prices are
set to maximize global profit. This means that technol-
ogy producers will set prices using aggregate demand,
rather than individual country demand. As a result
countries with small markets and elastic demand—typ-

ically the case of developing countries—could be priced
out of the market. 

TRIPS neither endorses nor prohibits parallel im-
ports. In the absence of comprehensive empirical analy-
sis on the impact of parallel imports, a policy of re-
gional exhaustion with respect to parallel imports is one
possibility that may create value. Under such a policy,
parallel trade is permitted among a group of nations—
but not beyond that group. Since the structure of de-
mand is likely to be similar within a region, parallel
trade limited to regions can simultaneously encourage
competition in IPR-protected product markets and
avoid the negative effects of countries being priced out
of the market. The EU provides an example of how par-
allel imports under a policy of regional exhaustion has
helped prevent price discrimination and encourage
competition among the member countries. 

PRICE REGULATION. Some countries regulate price
levels and price increases—as is allowed under TRIPS—
to ensure that IPRs do not restrict consumer access
through excessively high prices, particularly in pharma-
ceutical products. But price regulations do not always
work. When prices are regulated on a “cost-plus” basis,
foreign pharmaceutical firms simply inflate the import
price to their local subsidiary, as was found to be the
case in India. Even when price regulations do work, as
they do in various European countries, they may lead
to less competition from generic producers of pharma-
ceuticals, less R&D spending, and lower productivity
of drug production. 

COMPETITION LAW. Countries can use competition
laws to combat the potential anticompetitive abuse of
IPRs. They can do so by introducing IPR provisions
into their competition laws and strengthening their
competition authorities.

Complementary actions
The impact of IPRs depends on the broader institu-
tional and policy environment. IPRs are more likely to
create wealth if they are complemented by open trading
rules. There is some empirical evidence that IPRs can
promote growth in open economies. More liberal trad-
ing rules also reduce the risk of monopoly abuse of IPRs
by domestic firms. Human capital development is also
important. IPRs are more likely to increase technology
transfer and encourage domestic innovation in countries
with higher levels of human capital. Another factor is
the promotion of national innovation systems. Integra-
tion of IPR rules with complementary policies, to foster

     



innovation such as public sector research involvement
where appropriate (chapter 2), can stimulate growth by
increasing the commercialization of inventions.48

Under TRIPS Article 67, industrial country mem-
bers are obligated to provide technical and financial
support for implementing the agreement. Only limited
assistance has been provided so far to fulfill this com-
mitment: mostly training and technical assistance in
drafting IPR laws. The World Intellectual Property Or-
ganization (WIPO) has supplied much of the technical
assistance to date. Going forward, more technical sup-
port that is geared toward helping developing countries
take advantage of the flexibility allowed in the TRIPS
agreement is needed. Concrete financial assistance tar-
gets and grants of patents to developing countries (es-
pecially for emergency human development needs such
as HIV/AIDS treatment) are some of the proposals
made for better implementation of Article 67. Others
include increased technology transfer assistance and fis-
cal incentives, such as guaranteed purchase of new
drugs for developing countries.

Another factor that will affect TRIPS implementa-
tion is bilateral agreements on IPRs. Since bilateral
agreements usually provide for stronger IPRs than
TRIPS—which mandates only minimum standards—
these agreements may impede the ability of develop-
ing countries to implement the flexibility permitted 
in TRIPs. For example, in 1998 the United States 
had signed bilateral agreements on IPRs with 21 coun-
tries and had included many IPR provisions in science
and technology agreements and bilateral investment
treaties.49 In general, the validity of international agree-
ments and standards loses force if bilateral agreements
proliferate, superseding the international agreement.
The political and economic balance of power does not
usually tip in favor of poorer developing countries in
negotiating cross-border agreements, and this imbal-
ance is probably accentuated when they enter bilateral
agreements.

Conclusions

Competition in markets promotes equal opportunity.
With free entry, smaller entrepreneurs and those who
lack social or network connections, often the poorer
members of society, have a better chance at undertak-
ing productive activities. With more international com-
petition and trade, and greater access to industrial
country markets and technology, poor countries have a

better chance at developing their markets. Competition
is an important force in promoting institutional change
as well as economic development and growth. Compe-
tition can create demand for more effective institutions,
and it can sometimes also substitute for complicated
regulation—a very important benefit, given the often
limited capacities of developing country governments.
Sometimes, however, the degree of competition may
need to be limited in markets in order to encourage in-
novation—particularly in those areas where technology
developers are unable to gain sufficient profits to cover
costs in the absence of such protection. 

The priority for countries in promoting competition
in product markets is trade liberalization—and removal
of entry and exit barriers for firms. For example, in-
creases in market openness in industrial countries can
help provide impetus to developing country markets
and institutions. International standards in trade can
help promote trade. They can also help limit potential
inefficiencies and distributional effects created by a pro-
liferation of bilateral agreements between nations. The
distributional impact of standards across countries, and
within countries, as well as their efficiency impacts,
depends on which standards are chosen. The costs to
developing countries need to be considered in interna-
tional spheres when standards are established. Develop-
ing countries need to be empowered to play a stronger
role in the development of standards, and to implement
provisions in current standards that would benefit
them. For example, the TRIPS agreement allows for
some flexibility in IPR systems, and technical assistance
to take advantage of such flexibility is important.

In many developing countries, barriers to competi-
tion in domestic markets arise from public policy: oner-
ous regulations on potential new entrants or exit barri-
ers can deter entry. Such regulations often discriminate
against poor or small entrepreneurs, who are least able
to pay the higher costs associated with them as well as
the costs of corruption, which is facilitated by overreg-
ulation of business activity. Competition laws and com-
petition authorities who enforce these laws, diverse
across countries, are also important. While many de-
veloping countries have recently adopted competition
laws and established competition agencies, the scarcity
of human capital implies that such authorities may do
well to focus their attention on a smaller set of issues:
an important concern in many countries would be ad-
dressing exclusive supply or distribution contracts.
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No one can argue that a monopolist is impelled by “an
invisible hand” to serve the public interest. 

—R. H. Tawney, 1921

I nfrastructure sectors, because of scale economies
and demand externalities, have traditionally been
thought of as the exception to the rule that compe-

tition improves the provision of goods and services. In
many countries government provision of infrastructure
services was considered the only way to avoid both the
monopolistic abuses of infrastructure operations and the
vagaries of the market, given its importance for the gen-
eral population. This led, first, to the regulation of pri-
vate infrastructure providers and then, in many coun-
tries, to the nationalization of infrastructure enterprises. 

In practice, publicly provided infrastructure services
have often delivered poor quality and inadequate cov-
erage. Governments in many countries have begun to
allow private provision of infrastructure services, both
to enhance efficiency and to ease the strain on public
finances. Changes in technology have created the con-
ditions for competition in some areas once considered
“natural monopolies,” particularly the energy and tele-
communications sectors. This has spurred increasing
private provision. Private provision has been less promi-
nent in the water sector, where technological progress
has been less pronounced and political barriers to re-
form can be strong. 

Overall, private sector provision of infrastructure
rose tremendously during the 1990s in all sectors in all
regions (table 8.1). Countries in Latin America and the
Caribbean, which were in the vanguard of infrastruc-
ture reform, attracted almost half of the investment
commitments in infrastructure projects with private
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participation during the 1990s. Regional differences
were also the result of disparities in market size and in-
vestor perceptions of risk.

But the increase in private provision during the
1990s, although large by historical standards, has been
smaller than might be possible. By 1999 total private
investment in infrastructure provision in the develop-
ing world had fallen significantly from its peak in
1997, although there were signs of some recovery in
2000. To encourage private investment, two factors
need attention: political and regulatory reform, partic-
ularly in pricing, and efforts to enhance the credibility
in the government’s new regulatory framework.1 Poli-
cies that allow for full cost recovery and that ensure the
investor a reasonable rate of return without govern-
ment contributions are the preferred alternative for ex-
panding private investment. Often, governments have
failed to adopt such policies or to implement them
through credible regulatory arrangements, deterring
private investment.

Sometimes, even such pricing policies have not been
sufficient to ensure that coverage goals are met. When
this happens, governments may complement user fees
with subsidies. Experience indicates that subsidies,
when needed, should be transparent and carefully de-
signed to serve poor people. When budget constraints
limit the scope for financing subsidies, governments
may need to reconsider their coverage goals.2

On average, private provision has relaxed capital
constraints, enhanced efficiency, and increased invest-
ments.3 A recent survey of studies on privatization in
the past 30 years showed that out of 24 studies on the
relative performance of public and private enterprises
in infrastructure, half found significantly superior per-
formance by private or privatized enterprises, seven
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found the differences small or ambiguous, and only five
concluded that public enterprises had performed at a
level superior to private enterprises.4

Among the reasons for private sector successes have
been more careful preparation and preliminary analysis
of sectors and the establishment of appropriate and
transparent regulatory structures. Emerging evidence
on the design of concession arrangements for private
participation in infrastructure (box 8.1) provides some
lessons for policymakers. For example, governments
have enhanced competition in infrastructure services by
making structural changes before privatization. In de-
veloping countries where the capacity for enforcing reg-
ulations is particularly weak, there is a strong argument
for introducing competition as much as possible in
those infrastructure sectors where it can substitute for
regulation. Competition, by changing incentives of
agents, has added benefits in weak institutional envi-
ronments; it reduces dependence on regulation (such as
price reviews) to achieve desired outcomes. Govern-
ments have also ensured greater coverage of poor peo-
ple by, for example, incorporating coverage targets in
the initial contract design or by allowing flexibility in
prices and quality.

The regulation of private providers is complicated
when there is the possibility of competition in some
branches of infrastructure provision while natural mo-
nopoly conditions persist in other branches. Under

such circumstances policymakers must decide whether
the operators of the monopoly enterprise will be per-
mitted to participate in the related competitive sector
as well. Inexperienced regulatory agencies, particularly
in poor countries, will face challenges in dealing with
possible discrimination in access. Institutional design
needs to account for this. There are typically two alter-
natives: vertical separation could be imposed, or the sec-
tor could remain integrated. In the second case, reliance
on intersectoral or source competition could reduce the
need for regulations. 

Building effective regulatory structures in devel-
oping countries requires accounting for the quality 
and existence of supporting institutions and capacity.
Sometimes this translates into fewer, simpler, or more
cost effective regulations, or into economizing on struc-
ture. Because of differences in the capacity of comple-
mentary institutions, standards of regulation imposed
in industrial countries may not be appropriate for poorer
ones, and particularly for poorer regions, which are
often served by smaller or informal providers. Distri-
butional concerns can be met with flexibility in price-
quality standards, the establishment of investment and
access targets, encouragement of the informal sector, or
direct subsidies.

Costs of infrastructure provision can be reduced by
innovative approaches that involve community partici-
pation. Greater information flows between the users
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Table 8.1

Investment in infrastructure projects with private participation in developing countries by sector and

region, 1990–99

(billions of U.S. dollars)

1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 Total

Sector

Telecommunications 6.7 13.3 8.1 11.0 19.6 24.0 29.9 42.8 54.3 39.2 249.0
Energy 1.6 1.2 12.1 14.6 17.0 24.1 33.7 47.9 25.7 14.9 192.8
Transport 8.0 3.1 4.2 7.7 8.2 10.1 16.5 22.4 17.6 8.4 106.1
Water and sanitation — 0.1 1.9 7.5 0.7 1.7 2.2 8.9 2.6 5.9 31.4

Region

East Asia and Pacific 2.6 4.1 8.9 16.2 17.7 23.4 33.4 38.8 9.5 14.1 168.6
Europe and Central Asia 0.1 0.3 1.3 1.5 3.9 8.6 11.6 15.1 11.5 8.7 62.5
Latin America and the Caribbean 13.2 12.6 15.8 18.5 18.9 19.4 28.8 51.1 71.0 36.3 285.6
Middle East and North Africa 0.0 — 0.0 3.4 0.3 0.1 0.4 5.3 3.5 2.4 15.3
South Asia 0.3 0.8 0.1 1.3 4.0 7.6 6.1 7.1 2.3 4.0 33.5
Sub-Saharan Africa 0.1 — 0.1 0.0 0.7 0.8 2.1 4.5 2.4 2.9 13.6

Total 16.3 17.8 26.1 40.9 45.5 59.9 82.3 121.9 100.2 68.5 579.3

Note: 0.0 means zero or less than half the unit shown. Data may not sum to totals because of rounding.
Source: World Bank, PPI Project database.
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Concessions (or franchises) are one way to introduce private
provision in infrastructure—and to stimulate competition for the
market. Concessions grant a private company the right to use
assets, to operate a defined infrastructure service, and to re-
ceive revenues from it, usually following a competitive bidding
process. The competitive bidding mechanism for concession
contracts should eliminate monopoly rents and hence reduce
the regulatory burden. In Côte d’Ivoire, for example, the World
Bank supported concessions in the water sector. The winning
bidder, SODECI, now provides water throughout the country at
rates comparable to state companies in neighboring countries,
but at excellent quality and with very high repayment rates from
private consumers. 

But a recent study on concession contracts in Latin America
indicates that they can produce mixed results, for reasons that
are applicable to privatization in general. (Concessions are the
dominant mode of private entry in the region.) Many of the prob-
lems are attributable to initial contract design and regulations. The
study finds that of more than 1,000 concessions awarded since
the late 1980s, over 60 percent appear to have been renegoti-
ated within three years—over 80 percent of these in the water
and transport sectors (Guasch 2000). The concession holder has
initiated the overwhelming majority of renegotiations. The degree
of renegotiation is higher than is warranted by changes in eco-
nomic conditions. One reason may be that investors submit low
bids to secure the contract because they expect that after the
contract is awarded, they can renegotiate for better terms on a
bilateral basis, without competition. This means that the most ef-
ficient provider may not win the contract. 

Contract renegotiation initiated by governments can reflect
lack of commitment to the protection of investors. There are
some ways to guard against this. First, in developing countries
with well-established and effective judicial court systems, such
as Jamaica, the government may sign a concession or franchise
contract with the provider that may be enforced by the courts
(Spiller and Sampson 1996). Second, governments can gradu-
ally establish a reputation for nonexpropriation by structuring a
concession or franchise agreement so that it calls for a gradual
sinking of investments over time. The investor sinks more
resources after observing government behavior. This is how
Hungary structured its national telecommunications concession
(Armstrong and Vickers 1996). Or the government may seek to
attract domestic private investors so that future expropriation
would be at the expense of locals as well as foreigners, making
expropriation more politically costly and thus less likely. A varia-
tion on this strategy is to use the existence of an international
lending program as a commitment device, or “hostage”: the in-
vestor knows that bad behavior by the government in this sec-
tor may be punished by international lenders in a variety of other
sectors (Armstrong and Vickers 1996; Levy 1998; Ordover,
Pittman, and Clyde 1994). 

Before concession negotiations and privatization, a careful
study should focus on the objectives of the liberalization and pri-
vatization program, taking into account the experience of other
countries. This was done for the Peruvian toll road sector, for ex-
ample. It is also important to undertake price reform while the
enterprise is still in public hands. Prices have to be increased to
cover costs (or be headed in that direction), or investors will lack
confidence that they will be allowed to earn a profit on their in-

vestments. This problem affected privatization of the electricity
sector throughout Central and Eastern Europe and elsewhere
(Stern and Davis 1998). A system of transparent cross-subsidies
or lifeline services designed to benefit all citizens, including the
poorest, should be agreed upon at the start.

Any vertical unbundling—for example, separating electricity
generation from transmission and distribution—should be done
before privatization to avoid creating strong opposition to re-
structuring later on. Even if a sector is not to be unbundled at
the point of privatization, the necessary separation in cost ac-
counting should be done in preparation for any future restruc-
turing or access issues. Several Latin American toll road projects
have caused severe regulatory problems because the policy-
makers did not establish a mechanism for the transmission of
information to regulators at the time the concessions were
granted (Estache, Romero, and Strong 2000). 

A critical component of a privatization strategy is an indepen-
dent regulatory body. This is supported by the finding from Latin
America that if a regulatory body existed at the award of the con-
cession, the probability of renegotiation was 28 percent; if it did
not, the probability was 62 percent (Estache, Romero, and
Strong 2000). Although the effectiveness and independence of
any regulatory authority vary between countries, the preexis-
tence of a regulatory agency has helped, on average. Hungary
tried—and failed—to open up its gas sector to private investment
without having a regulatory structure in place. 

Regulators need information to regulate. To obtain informa-
tion, they need their rights to information to be in the contract.
An important complement to such contract design is to ensure
that firms use good regulatory accounting and that regulators
have the capacity to analyze such data.

The presence of an independent regulatory agency mitigates
the risks of political interference in the privatization process and
hence provides more comfort to investors. Moreover, an inde-
pendent regulatory body provides a focal point for negotiation
of the concession contract and technical expertise to deter un-
warranted contract negotiations. And, a regulatory agency gen-
erally has specific knowledge that reduces uncertainty and bet-
ter predicts the path of technology and demand. The study on
Latin America found that the presence of a regulatory agency
facilitates a careful review of the contract itself and of the quali-
fications of the bidders before the contract is awarded. 

The study also found that a rate-of-return type of regulation
(which ensures the investor a guaranteed rate of return by ad-
justing prices according to costs) was less likely to lead to rene-
gotiation of contracts than a price-cap type of regulation (which
limits the price a firm is able to charge). A firm that is regulated
by a price cap bears all the risks associated with cost change
and is subject to significant regulatory discretion. In Latin Amer-
ica the probability of renegotiation is 9 percent with a rate-of-
return price regime and 56 percent with a price-cap regime
(Estache, Romero, and Strong 2000).

Finally, using a single one-time payment as the principal
award criterion, rather than the lowest tariff to be charged or the
lowest annual subsidy to be provided, seems to reduce the like-
lihood of renegotiation, since the latter criteria are operationally
more conducive to future dispute and subsequent adjustment.
The one-time payment locks the investor in and strengthens his
commitment (Guasch 2000).

Box 8.1

Private provision: recent evidence from concession arrangements



and providers of services can also produce institutional
designs that serve communities better. 

Competition between firms and benchmarking
across jurisdictions can improve service provision and
help reduce the burden on regulators. For example,
competition in a sector may reduce the need for fre-
quent price reviews. 

Establishing credible regulatory systems is one of the
most important factors affecting private investment in
infrastructure. However, countries’ success in building
such systems depends as much on political issues (chap-
ter 5) as on technical factors and human capacity. Rele-
vant political issues range from lack of independence of
the regulator to weak systems of checks and balances 
for the regulatory agency. Transparency for both the reg-
ulator and the regulated is also key. For example, ac-
counting standards increase transparency for the regu-
lated. Open disclosure of the rules of the game enhances
transparency for the regulator.

This chapter reviews how competition may reduce
the regulatory burden on the state; the form that regu-
latory institutions should take; and how institutional
design may affect access by poor people. It does not dis-
cuss all the important issues in the design of regulation,
but it does cover areas where recent evidence has shed
some light or those that were not covered extensively in
World Development Report 1994. Governance issues
within public infrastructure firms are not discussed here
except in certain cases, such as the design of subsidies
for poor people.

Competition in infrastructure sectors

There are different ways to introduce competition in
the market (as opposed to for the market) in infrastruc-
ture sectors. This section addresses this issue. 

Competition and regulation 
As noted in World Development Report 1994, services
such as electricity generation and long-distance telecom-
munications can be provided competitively. Some ser-
vices still subject to economies of scale may face com-
petition from other services using separate technologies.

Under either scenario, competition may substitute
for regulation in protecting the economy from monop-
oly abuses. This is all the more important in develop-
ing countries, where the capacity for enforcing regula-
tions is generally weak. First of all, regulation is not a
simple task and can lend itself to arbitrary government
action. This is more likely to happen in countries where

governance is weak and where there are insufficient
checks and balances to curb abuse of power by a par-
ticular branch of government. Regulation imposes costs
on both the enterprises being regulated and the govern-
ment doing the regulating.5 Sometimes government
inefficiency and corruption within state firms may be
replaced by corruption in the regulatory agency. More-
over, government authorities in developing countries
are frequently unable to gain adequate access to the in-
formation needed for effective regulation.6 They may
also be unfamiliar with the concept of an independent
regulator and have difficulties enforcing regulatory or-
ders. In other words, competition can avoid many of
the incentive, information, and enforcement problems
created by regulatory regimes and, where it is effective,
can substitute for regulation.

Another form of competition that could help reduce
the burden on regulators is yardstick competition. Reg-
ulators can assess the performance of an infrastructure
service provider—for example, in terms of prices and
coverage—by comparing it with one in another local-
ity (such as in a neighboring country) and can adjust
regulation accordingly. Although this is not competi-
tion in the market, it can have similar effects on incen-
tives for infrastructure providers.

Competition among “monopolists” can reduce the
need for sectoral regulation in sectors such as petroleum
and electricity distribution.

� The long-distance transmission of petroleum by
pipeline between two points may well be a natural mo-
nopoly. Producers at a particular location, however,
may not require regulatory protection if they have al-
ternative customers to a particular pipeline—for ex-
ample, local buyers, or shipment by water, or a pipeline
from the same producing location that serves different
destinations. Similarly, customers at a particular point
on a pipeline that is an origin-destination monopoly
may not require regulatory protection if they have al-
ternative sources of petroleum—for example, local
producers, or shipment by water, or a pipeline to the
same destination that comes from a different origin.7

Similar conditions hold for some natural gas pipelines.
For example, pipelines from two different gas-produc-
ing areas in Argentina, Gas Atacama (a joint venture
of Chile’s Endesa and the U.S. firm CMS Energy) and
Norandino (Belgium’s Tractebel), are just beginning to
compete to bring natural gas across the Andes Moun-
tains to northern Chile.8
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� Similarly, even if the long-distance transmission of
electricity between the generation facility and the
consuming enterprise or municipality is a natural
monopoly, generators at a particular location may
not require regulatory protection if they are served
by different long-distance transmission lines serving
different sets of customers. Customers at a particular
location may not require regulatory protection if
they are served by different long-distance transmis-
sion lines carrying power from different generators.
Municipal and large industrial users are currently en-
joying such competition from different generation
facilities in Argentina, Brazil, Chile, and Peru.9

Other examples include competition provided to the
railroad sector by truck and barge operators and com-
petition among different energy sectors such as oil and
gas. A more recent development is competition be-
tween telecommunications networks and cable tele-
vision providers in communications services. Moreover,
both these natural monopolies face competition from
wireless communications technologies. 

Sometimes competition may create new regulatory
problems or may simply displace old ones. In many of
the cases where competition is recognized as an effec-
tive way of organizing the provision of service, that ser-
vice is part of a larger infrastructure sector where some
natural monopoly elements may remain. If electricity
generation is considered a potentially competitive sec-
tor, electricity long-distance transmission and local dis-
tribution are less clearly so. If long-distance telecommu-
nications is considered a potentially competitive sector,
local wireline telecommunications are less clearly so. 

Many of the most important issues involving risks,
contracts, incentives, and knowledge have involved sec-
tors where “unbundling” is possible—that is, where
some of the services formerly provided by vertically inte-
grated monopolies are being opened up to competition
but other services remain monopoly provided. In these
broader sectors, therefore, competition and regulation
are complements rather than substitutes.

The next section focuses on an issue that is currently
very important in developing countries. Vertical sepa-
ration can provide more opportunities for competition
in developing countries. 

Vertical integration or separation
In virtually every infrastructure sector there is some ser-
vice that can now be provided competitively, while there

remains some service that is likely to remain a monop-
oly “bottleneck” in the production chain.10 This raises
the question whether the traditional vertically integrated
model of the infrastructure enterprise should be main-
tained when it might be possible to introduce competi-
tion. One problem of undertaking cost-benefit analysis
in this area is that it is not possible to measure the dy-
namic benefits of competition, while the costs of restruc-
turing and evidence of scale economies may be known. 

It seems likely that in particular infrastructure sec-
tors there are economies of scope to the coordinated
provision of all services, for example, generation of elec-
tricity with long-distance electricity transmission and
local electricity distribution. But where there remains a
monopoly bottleneck to which all competitive suppliers
require access, there is an incentive for the monopoly
provider to discriminate in favor of its own integrated
subsidiaries over their competitors (for example, in ac-
cess prices or access quality). There are three main insti-
tutional options to consider:

� Option A, in which the owner of the monopoly bot-
tleneck enterprise continues to operate in the “com-
petitive” sector in competition with other providers
in that sector (that is, an integrated firm subject to
competition in the nonbottleneck market)

� Option B, in which the owner of the monopoly bot-
tleneck enterprise operates as a monopolist in the
(otherwise) competitive sector as well (that is, an in-
tegrated monopolist)

� Option C, in which the owner of the monopoly bot-
tleneck enterprise is not permitted to operate in the
competitive sector but, rather, provides connecting
service to the competitive firms operating there (that
is, vertical separation with competition). 

In practice, intermediate forms of vertical separation
may be used (this is a subset of option A) because they
facilitate detecting discrimination. For example, ac-
counting separation between different units, or restruc-
turing the units into separate corporate entities with
common ownership, could help detect discrimination.

The option most appropriate for a particular sector
in a particular country depends on four main issues
(table 8.2). First is the extent of economies of scope be-
tween the provision of different services within the sector.
It appears that the extent of economies of scope may
not be that large, based on the fact that, in the infra-
structure sectors in most industrial countries, at least

   



some vertical transactions take place between enter-
prises rather than within enterprises. For example,
under certain circumstances integrated electricity pro-
viders buy some power from independent generators,
and integrated railroads allow some other train opera-
tors to operate on their tracks.

Second is the ease of detecting discrimination by the
integrated owner of the bottleneck in favor of its sub-
sidiary. Difficulty in enforcing interconnection quality
even in the United States was one reason for the break-
up of the integrated telecom supplier AT&T in the
early 1980s.11 Independent electricity generators have
argued that there are so many dimensions of quality of
access to long-distance transmission lines that it is vir-
tually impossible for a regulator to prevent favoritism.12

In contrast, the use of neutral railroad schedulers (dis-
patchers) in both the United States and the Czech Re-
public seems in some cases to have been successful in
preventing discrimination against nonintegrated train
operators.13 In the absence of separate accounts be-
tween units of the integrated producer, discrimination
can be difficult to detect. 

Third is the consequences of undetected discrimination
for competition. Financial data for the United States sug-
gest that the long-distance transmission costs of elec-
tricity are less than 5 percent of the total delivered cost
to end users, while track and structure costs make up
nearly 20 percent of the total delivered cost of railroad
service.14 This suggests that a competing train opera-

tor, facing discriminatory access to the track, may be at
a greater potential disadvantage than a competing elec-
tricity generator facing discriminatory access to the
long-distance transmission grid. The possibility of dis-
criminatory access is even more acute in the case of
water and sewerage, where the fixed network costs in a
developing country may be as much as 75 percent of
the total cost of the delivered product.15

Fourth is the likelihood that there would be sufficient
competition in the nonbottleneck market which would
significantly improve efficiency or access for users.16 Where
there are strong economies of scale in the competitive
sector, as in water and rail, for example, this sector may
attract at best only a very small number of entrants,
making large gains from competition unlikely. This is
likely to be more of a problem the smaller or poorer the
country—since demand levels will support fewer sup-
pliers with given scale economies. This limitation can
be addressed where international trade of the service is
feasible.

Both information availability and contract enforce-
ment are important for combining competition and
regulation in an infrastructure sector. The owner of an
integrated bottleneck asset may be required by the
terms of its privatization or concession contract to sup-
ply nondiscriminatory access to the bottleneck asset to
all who want to use it. But someone must enforce this
contract, and whoever enforces it may require a great
deal of complex information. In both these areas, de-
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Table 8.2

Strategy for vertical separation or integration

Vertical

Vertical integration with Integrated separation

competition in non- monopolist (with

bottleneck market (no competition) competition)

(Option A) (Option B) (Option C)

Economies of scope Large � �

Small �

Detection of Easya �

discrimination Difficult � �

Consequences Little effect on competition �

of discrimination Bad for competition � �

Likelihood of Significant competition � �

competition in Little competition �

nonbottleneck market

a. Requires separation of the accounts of the different units of the vertically integrated producer.



veloping countries are at a disadvantage. This suggests
that it will often be more beneficial in a developing
country to impose vertical separation on an infrastruc-
ture sector as competition is being created (option C)
or continue to keep it an integrated monopolist (option
B), rather than have it remain as an integrated firm sub-
ject to competition in the upstream market (option A).
These questions have attracted policymaker attention
in the developing Internet services sector (box 8.2).

In countries where regulators tend to be experienced
and skilled, the relevant question may be simply, given
that competitive access is desired, is vertical integration
or vertical separation likely to provide the better out-
come? In the context of the information and contract
enforcement problems in the developing world, how-
ever, the more relevant questions may be: Are the bene-
fits of competition likely to be achieved, and do they ex-
ceed the costs of implementation? Are the price and
quality delivered to the final consumer really likely to be
significantly improved by the first or third option com-
pared with the much simpler to implement second op-
tion? Five infrastructure sectors are considered in turn.

Telecommunications. As wireless technology contin-
ues to progress, it is less clear than in the past that even
the local service is a natural monopoly.17 Nondiscrimi-
natory access appears increasingly to be a possibility, es-
pecially in those conditions where competing providers
of long-distance and other auxiliary services have a
presence in the local market as well. This was a feature
of Morocco’s successful telecommunications reform in
1999, which was supported by the World Bank. In
Chile competition in local service provision has come
mainly from long-distance carriers entering into the
provision of local service.18 In Guatemala the (inte-
grated) incumbent monopolist has also been required
to provide interconnection to new market entrants.19

Throughout the transition world individuals and busi-
nesses have avoided the traditional endless waiting pe-
riods for installation of fixed line service by signing up
for wireless service.20 Thus this appears to be a sector
where competition can often coexist with vertical integra-
tion, that is, option A. 

Water. The fixed costs of the network are so high in
the water sector that competition in supplying water
may not offer much benefit in the way of increased effi-
ciencies, so the regulated, integrated monopoly model
(option B) may work best in this sector. It appears that
no country has actually instituted competition in the
supply of water to the system, although Chile has stud-

ied the option.21 It may be argued that this is a sector in
which it is easiest to detect and prevent discrimination
against nonintegrated suppliers, so, especially if the qual-
ity of different suppliers can be adequately monitored
and as regulatory capabilities develop, vertical integra-
tion can coexist with competition in supply (option A).

Oil and natural gas. Like the water sector, oil pipe-
lines and natural gas pipelines have expensive networks,
so the relative cost savings from competitive product
supplies may be smaller than in other sectors, but with
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Internet “content” (information, music, and graphics) is
carried over long distances by Internet “backbone” pro-
viders and then delivered to users by Internet service
providers (ISPs), such as America Online (AOL) and Mind-
spring, which in turn must (at least under current techno-
logical circumstances) use the wires of local telecommu-
nications or cable television providers to reach final users.
An important consideration for regulators and competition
enforcers has been the degree to which vertical integra-
tion among enterprises operating at these various levels
may be harmful. 

For example, when AOL recently agreed to merge with
Time Warner, a major content and cable television pro-
vider, U.S. antitrust enforcers were concerned that AOL
might discriminate in favor of its own content and against
the content of suppliers competing with Time Warner. The
antitrust enforcers and the merging companies eventually
agreed that AOL would provide access to its network on
the same terms as were applied to all content providers.
At the same time, the Federal Communications Commis-
sion, the U.S. telecommunications regulator, was con-
cerned that the cable operations of the integrated com-
pany would discriminate against rival, nonintegrated ISPs,
and it insisted on a similar settlement agreement designed
to prevent discrimination. Both settlement agreements
will arguably require ongoing regulatory vigilance to ensure
compliance, although both are designed to be incentive-
compatible and hence, to a degree, self-enforcing. 

In another example, the Lithuanian Competition Coun-
cil has been concerned about possible discriminatory
behavior vis-à-vis independent ISPs by the local telecom-
munications provider, Telecom, since it has its own inte-
grated ISP. The council has already fined Telecom for in-
stalling “filters” on its lines that reduce the speed of data
transmission by the independents, although this case has
been appealed to the courts.

Source: United States Department of Justice, available at
www.usdoj.gov; United States Federal Communications
Commission, available at www.fcc.gov.

Box 8.2

Vertical integration and discrimination in the

provision of Internet services



relative ease of detection and prevention of discrimina-
tion. Where discrimination can be detected and pre-
vented—and this will not be the case in every country—
vertical integration may be consistent with a competitive
supply market (option A). Where discrimination cannot
be prevented, the benefits of competition are not great
enough compared with the costs of regulation and the
harm from discrimination to justify option A, nor are
they great enough compared with the costs of vertical
separation to justify option C; in this case an integrated
monopoly operating in both markets—that is, option
B—is probably the best outcome available. Source com-
petition among integrated monopolists may be a possibility
in these sectors in larger countries. As noted above, pipe-
lines from two different gas-producing areas in Argen-
tina are beginning to compete to supply natural gas to
customers in Chile.

Railroads. One model of rail reform, favored by the
European Union, entails separation of ownership and
control of infrastructure (“tracks”) from operations
(“trains”), with the ultimate goal of having multiple pri-
vate train operators compete with each other for the
business of shippers over a common track system. The
experience of the United Kingdom—one of the few
countries that have tried to implement this model of
reform fully—has not been encouraging. It raises the
question whether vertical integration without competi-
tion at the train level (option B)may be the best of imper-
fect choices in this sector. 

In medium-size and large countries, option B may
allow for competition between vertically integrated firms
through services offered to different destinations, or from
different origins, to particular customers (that is, “paral-
lel” or “source” competition).22 This is the model that
was eventually chosen by reforming governments in
both Brazil and Mexico and that has been the arrange-
ment for some time in Canada and the United States.
Competition from other types of carriers such as trucks
is also a probability.

Smaller countries with sophisticated regulators 
may find that discrimination is easy enough to detect
that some entry may be allowed—for example, entry of
large shippers that may already own their own railcars,
or entry of foreign train operators from neighboring
countries. The European Union (EU), for example, has
enacted regulations requiring its member countries to
allow train operators from other EU member countries
to use the tracks of national integrated firms. In the
Czech Republic, for example, the vertically integrated

rail company must permit other train operators on its
tracks. 

Power. In the power sector, it is difficult to detect
and prevent discrimination against nonintegrated elec-
tricity generators even in industrial countries with
experienced regulators, and the problems facing new
regulators charged with monitoring the behavior of en-
trenched, powerful incumbent monopolists are that
much more formidable.23 Nevertheless, except in the
smallest of economies (where economies of scale even
with the most modern generation technology may rule
out the presence of more than one or two generation
enterprises), the benefits of competition in generation
are potentially so massive that vertical disintegration
may be the best outcome (option C).24

A recent study shows that vertical disintegration in
the power sector is the most widely followed approach
for countries (Malaysia and many EU countries being
the exceptions).25 It concludes that vertical disintegra-
tion—breaking up integrated power companies into
separate generating, transmission, and distribution en-
tities—can introduce competition into power genera-
tion. Results indicate that introducing competition can
be positive. 

In Argentina, for example, the switch to a private
competitive system quickly resolved urgent problems
of power shortages. In contrast, some recent experi-
ences have illustrated how political considerations and
incomplete reform can dilute the benefits of competi-
tion in the power sector. While vertical disintegration
of power companies obviates the need to regulate gen-
eration operations (as these are subject to competition),
power distribution and transmission operations remain
monopolies and need to be regulated. As a caveat, there
is some evidence that even vertical disintegration may
not significantly improve efficiency unless some type of
end-user competition is also introduced. 

Structure of the regulatory system

By now it is well accepted that a country should have
independent regulatory bodies following transparent
procedures (chapters 5 and 10), subject to oversight by
a strong and independent judiciary (chapter 6). In prac-
tice, each of these requirements is difficult to establish.
Further, without checks and balances, bureaucratic in-
efficiencies may be replaced by private corruption.
Moreover, human capital is scarce in many developing
countries (chapter 1). All these factors call for modifi-
cation of institutional design. This section addresses
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some other attributes that are necessary for a regulatory
body to function effectively in developing countries,
taking into account in particular the informational and
capacity constraints in these countries. 

Courts versus regulatory tribunals
Regulatory agencies may play more than one role. They
may design rules, monitor compliance with rules, and
enforce compliance with rules. While many regulatory
agencies may do the first two well, they may still need
courts for enforcement. Even in cases where the regula-
tor has strong enforcement powers, courts are impor-
tant for hearing appeals after a regulatory decision. In
most developing countries the courts are overburdened,
and judges may lack strong technical skills. For these
reasons it would be advisable to build regulatory systems
that lower their burdens. The regulator needs to be
given strong enforcement authority in the first instance.
Since courts are weaker in developing countries, many
international investors rely on international arbitration.

One question is whether courts relying on competi-
tion laws provide sufficient oversight for service pro-
viders. The experience of New Zealand demonstrates
the importance of a regulatory body that monitors
compliance with the laws. As part of its broad program
of deregulation in the 1990s, New Zealand eliminated
sector-specific regulation and sought to rely on the
competition authority, enforcing the competition law
through the court system, to prevent monopoly abuses
in the telecommunications and electricity sectors. Poli-
cymakers found, however, that in the absence of sector-
specific regulation, proceedings were lengthy and the
outcomes unsatisfying. Courts at three levels took five
years to try to determine the appropriate price for a new
entrant to pay to have access to the incumbent’s local
network. At the end there was still no general principle
or direction for the companies to follow.26 Recent re-
ports by the Ministerial Inquiry into Telecommunica-
tions and the Ministerial Inquiry into the Electricity
Industry have concluded that, at least at the current
stage of technological development of these sectors,
specialized regulatory tribunals will be an important
part of an effective regulatory regime.

Scope of regulators
A second set of questions concerns the scope of action
for particular local regulatory agencies. Should such bod-
ies operate at the national level, or should local regu-
latory bodies control local infrastructure enterprises?

Should there be a different regulatory body for each prin-
cipal infrastructure sector or for a particular function? 

Local versus national regulation. There are some ar-
guments made in favor of localized regulation of infra-
structure enterprises: (a) the better knowledge of local
conditions of a local regulator; (b) the more direct po-
litical accountability under which a local regulator is
likely to work, with the resulting greater involvement
of the affected population in regulatory decision-
making (as urged in World Development Report 1994); 
(c) the more effective monitoring of the regulated en-
terprise that proximity is likely to provide; and (d) the
frequent difficulties faced by national- or federal-level
regulators in coordinating with local governments,
especially in matters as politically sensitive as access to
infrastructure.

These factors, however, are opposed by others in
favor of centralization of regulation at the national
level: (a) the technical sophistication required of regu-
lators, at least in some sectors, leading to economies 
of scale in regulation; (b) the shortage of local experts;
(c) the presence of external effects (such as the network
demand effects mentioned above, but not limited to
those) among users at different locations in a single
country, which may require both a single set of rules
and a single agency; and (d) the increased likelihood of
industry “capture” of an agency, the more limited is the
agency’s jurisdictional scope. (Some would argue in
favor of centralization on the basis of a perceived lesser
likelihood of corruption, but the evidence here is
mixed; see chapter 5.)

The arguments in favor of local regulatory agencies
are probably weaker, and the first three in favor of na-
tional regulation are stronger, the smaller a country is.
For small developing countries, national regulatory
agencies may be preferable. Technologically less com-
plex sectors such as water provision and highway repair
are an exception. In both of these sectors the local pop-
ulation has been especially important in directing the
provision of services (again, see World Development Re-
port 1994). Even in these sectors there are often central-
ized bodies and rules that take care of broad intercon-
nection and pricing issues and externality-generating
activities (such as watershed management), activities
that may benefit from specialized expertise (such as
overseeing the bidding process for highway construc-
tion). More decentralized actors such as municipal gov-
ernments and NGOs may be responsible for monitor-
ing performance, setting local standards, dealing with
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customer complaints, and in general ensuring account-
ability to the local citizenry.27

With larger countries, it may be preferable to decen-
tralize regulatory functions. In some cases, even though
regulatory rules may be set at the national level, moni-
toring compliance with rules may be done at the local
level, for example, by NGOs or communities. Argu-
ments in favor of decentralization are affected by polit-
ical factors. Central governments in larger countries
have sometimes lacked the power to impose regulation
(including demands for the basic information required
for regulation) on local or regional enterprises without
the agreement of the local or regional governments.
However, there are still areas where it does not make
sense to decentralize responsibility—such as in long-
distance telecommunications regulation and interstate
power and gas transmission—since much of the service
is between areas. 

There are two striking examples from the toll road
sector in Brazil. First, on the toll road between Rio de
Janeiro and Teresopolis, the mayor of a small town along
the route has refused to cooperate in preventing illegal
access by nonpaying drivers. Second, in the state of
Parana the governor forced the concessionaire to charge
only half the toll level agreed upon in the contract be-
tween the concessionaire and the central government.28

Large developing countries such as Argentina, Brazil,
India, and Russia have devolved regulatory power (some-
times completely, but often only partially) to local or re-
gional governments in the face of these difficulties of
national-level regulation and policy enforcement.

Yet a third form of regulatory structure that has
emerged is supranational regulatory organizations such
as those established among the smallest and poorest
countries in Africa. Such supranational structures have
been established for apparently the same reasons that in
other countries have led to centralization: the complex-
ity of regulation, economies of scale in regulation, and
the shortage of qualified personnel to staff regulatory
agencies. Another factor in this case may be the in-
creased bargaining power of a multinational regulator,
compared with a regulatory body in a small country, vis-
à-vis large multinational investors.29 The Organisation
for Eastern Caribbean States has recently created a re-
gional regulator for telecommunications and is consid-
ering the possible extension of this arrangement to other
infrastructure sectors. Similarly, in 1995 the countries
of the Southern African Development Community

formed the Southern African Power Pool to coordinate
national-level power production and regulation. 

While these are compelling arguments for and against
centralization of regulatory structure, in practice the de-
sign of effective regulatory structures depends on politi-
cal realities. For example, France, which has a very cen-
tralized political system, has mostly adopted a centralized
structure (except for water and local transportation,
which are largely controlled by municipalities). By con-
trast, in the United States, the states, being large and
autonomous, have large regulatory powers. Since it is
generally politically costly to remove those in power,
regulatory structures have shown a strong inertia over
time. 

This provides an important lesson for transition and
developing countries: their political structures will also
determine the types of regulatory institutions that can
be implemented. Reforms or regulatory designs are
likely to be extremely difficult to implement without
recognition of these obstacles and without efforts to
overcome them. Sometimes the establishment of a new
institution rather than modification of the old author-
ity can deliver benefits. Such seems to have been the case
in the privatization of the Moroccan telecommunica-
tions industry. 

Sectoral specialization. Factors that are important for
the choice between local and national regulators are
also important for the consideration of sectoral special-
ization of regulatory bodies and have led to similar an-
swers. Arguments in favor of having a specialized
agency for each broad sector (transportation, energy,
telecommunications, and so on) are that different sec-
tors have different characteristics, so there are econo-
mies of specialization and no particular economies of
aggregation; that more agencies diversify the risk of
institutional failure; and that more agencies allow for
more policy experimentation. 

Conversely, there are without question some issues
that cut across sectoral lines and that would benefit
from a coherent policy framework. Sectoral lines are
not always very clear and are probably becoming less so
(as in the case, noted above, of telephony and cable
television). Further, as in the localization/centralization
debate, many developing countries face a shortage of
qualified personnel to staff multiple regulatory agen-
cies, and an agency with broader jurisdiction probably
has a lower likelihood of “capture” by industry (or by
sectoral ministries).
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Again, many of these arguments are principally re-
lated to country size and capacity. Smaller developing
countries such as Costa Rica, Jamaica, and Panama have
responded to the scarcity of regulatory experts by creat-
ing multisectoral regulatory bodies (although regulatory
rules are obviously specialized to the sector)—a practice
followed at the state level in Australia, Brazil, Canada,
and the United States. Hungary has followed the exam-
ple of the United Kingdom in combining its electricity
and gas regulators.30 At the same time, following from
the economic arguments above, some larger developing
countries—such as Argentina, Brazil, and Russia—have
created different regulators for different sectors. 

Functional specialization. In some countries differ-
ent agencies have responsibility for different functions;
for example, an agency may do economic regulation of,
say, the water sector but may not have responsibility for
the sector’s technical and environmental regulation. In
the United Kingdom, for example, the Office of Water
Regulation has responsibility for controlling end-user
prices and ensuring the viability of suppliers, while the
Drinking Water Inspectorate oversees the quality of tap
water and the Environment Agency is responsible for
maintaining the quality of rivers, canals, and ground-
water. Along these lines, it is possible to have similar di-
visions of responsibility regarding, say, the economic
and the technical, environmental, and safety aspects of
electricity generation and transmission. But there are
costs to the creation of multiple agencies, and likely
economies of coordination.31 Where there is a clear
need to rely on detailed knowledge of local conditions
and to have the endorsement of local political forces,
there may be an argument for different levels of regula-
tion for economic versus technical regulation. For a de-
veloping country with scarce human capital, functional
specialization is more difficult.

One strategy that has been attempted to “stretch”
the limited supply of qualified personnel for regulatory
agencies is to contract out some aspects of regulation,
such as the design of pricing schemes or the monitor-
ing of compliance, to private firms. Chile contracts out
the technical monitoring of water standards, and An-
gola and the Philippines have considered doing the
same.32 The telecommunications regulator in Argen-
tina has hired private consultants to assist in rate rebal-
ancing between both commercial and business cus-
tomers and long-distance and local rates.33 There seems
to be wide scope for expansion in this area. 

Competition authority versus infrastructure regulator.
One question frequently raised is whether a competi-
tion law enforcement agency can be relied upon to act
as a day-to-day economic regulator. Every country 
in Central and Eastern Europe and the former Soviet
Union that has set up competition authorities has done
so before creating sectoral regulators, relying—at least
initially—on the competition authorities to use the
abuse-of-dominance provisions of the competition
statutes to prevent monopolistic abuses.34 Subsequently,
they have complemented the economywide competition
authorities with infrastructure regulators. With the in-
creasing introduction of competition into utilities, how-
ever, the interface between competition authorities and
regulators is gaining increasing attention. 

Competition authorities in developing countries as
diverse as Venezuela and Poland have shown that they
can, like their North American and Western European
counterparts, act as effective “competition advocates”
in the regulatory arena without assuming the regula-
tory portfolio themselves. In other countries, as diverse
as Australia, Bolivia, and Russia, the competition au-
thority has at least overall coordination and manage-
ment authority over the regulatory bodies—though in
all three of these cases some of the details remain to be
worked out.

Designing infrastructure regulation to deliver

services to poor people

The quality and coverage of infrastructure services such
as electricity, water, telecommunications, and transport
have a major impact on living standards. Many of the
world’s poor today continue to lack access to many
basic infrastructure services. 

The findings of a recent study on the impact of in-
frastructure reforms on poor people in Latin America
may provide lessons for policymakers elsewhere on how
to design such reforms to take into account distribu-
tional and welfare effects.35 The two main findings of
the study are as follows. 

First, private sector provision has had mixed effects
on tariffs and hence mixed effects on the poor. Tariffs
have fallen in cases where competition and effective
regulation have cut costs. For instance, in Chile liber-
alization of the long-distance telecommunications mar-
ket in 1994 reduced call prices by more than 50 per-
cent. Prices fell by a similar magnitude in the mobile
telephony industry when the number of mobile phone
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companies rose from two to four in 1998. In Argentina
wholesale prices of electricity fell by 50 percent in the
five-year period after privatization due to intense com-
petition in the generation sector with the entry of 21
new generators. Residential customers enjoyed a 40
percent drop in tariffs in the five years after privatiza-
tion (1992–97). In contrast, there are also examples
where tariffs have risen because of the need to ensure
the financial viability of service providers. 

Second, the reforms have brought about increased
provision of infrastructure services by the private sector.
This improves access in general and can perhaps also in-
crease access for poor people, since they have been par-
ticularly lacking access in the past. Table 8.3 shows the
increase in access to electricity, water, and telephone ser-
vices in 22 Latin American countries over the 1986–96
period. 

The policy challenge for governments seeking to im-
prove access to infrastructure services on the part of the
poorest citizens is to square the circle of providing in-
centives for service to the poor while keeping the rates
charged to the poor affordable, taking into account their
willingness and ability to pay. This is illustrated in the
case of the water concession in the Tucumán Province,
Argentina (box 8.3).36 Although the causes of the fail-
ure of this water concession are many and complex, ear-
lier attention to social and distributive issues could have
increased its chances of success, or an explicit subsidy
program could have helped ease the situation.

There are five main ways in which regulatory policy
can promote distributional objectives: (a) setting in-
vestment targets; (b) being flexible with respect to
price-quality combinations in regulatory decisions; 

(c) allowing liberal entry of informal infrastructure pro-
viders; (d) involving communities in the regulatory
process; and (e) subsidies.

Setting investment targets
Some governments have tried to promote access to in-
frastructure services by including investment targets at
the time of privatization or award of concession con-
tracts. Bolivia adopted such an approach in La Paz and
El Alto, where enterprises bidding for the water supply
concession in 1997 had to say how many connections
they would make in return for a specified tariff. The
winner, Aguas del Illimani, committed to achieving
100 percent water coverage by December 2001.37 Sim-
ilarly, in Monteria, Colombia, specific water and sew-
erage expansion targets were set.38

The way a contract or company is tendered in the
privatization process and the variable chosen to award
the contract will determine the distribution of benefits
among all stakeholders. If poor households are con-
nected to the service, then they tend to benefit more if
tariffs are chosen as the competitive variable. If they are
not connected, then choosing investment commit-
ments as the tendering variable has a higher potential
for benefiting the poor.

Flexibility in price/quality combination 
In awarding concession contracts, if quality standards
are set too high (using industrial country standards, for
example), the service may be too expensive for poorer
households and poorer countries. This means that there
should be some flexibility in the contract to allow for
the company, the regulator, and future users to agree to
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Table 8.3

Access to electricity, water, sanitation, and telephone services in 22 Latin American countries, 1986–96

(percentage of households)

Weighted Unweighted

Water Sanitation Telephone Electricity Water Sanitation Telephone Electricity

1986 75.99 66.99 5.46 82.19 68.34 73.63 4.58 72.16
1989 80.85 79.85 6.13 85.37 69.88 77.21 5.23 76.26
1992 81.33 79.84 7.44 87.72 70.16 77.50 6.54 80.19
1995 79.65 9.41 89.37 73.19 79.67 8.54 81.76
1996 10.30 90.10 9.42 80.91

Note: Weighted—equal weights assigned to all countries; unweighted—represents population-based access rates.
Source: Estache and others 2000a, p.16.



a different price-quality combination when it is neces-
sary (as in specific geographic areas).39 Insisting on high
quality and safety standards for all providers will only
prevent small, local enterprises from providing “imper-
fect” but essential services to the poor. Regulators could
tighten quality and safety standards for such providers
over time as incomes improve. 

The principles of such a multitiered regulatory
structure, in which different regulatory treatment is
provided for different technologies or dimensions, have
already been employed by regulators under other cir-
cumstances. For instance, in the telecommunications
sector just about every country imposes different regu-
latory requirements on cell phones and fixed-wire op-
erators, with the latter presumed to have greater mar-
ket power and hence greater need for more intensive
regulatory scrutiny. Also, many countries (Bolivia, for
example) establish different regulatory requirements for
the “interconnected system” (that is, those parts of the
national grid) and “isolated systems,” with the former
requiring closer regulation for many reasons, including
the need to ensure system reliability. 

Providers could also be allowed to offer a menu of
services and to charge a corresponding menu of tariffs.
Users could make their own choice; this type of flexi-

bility would benefit low-income users. This also re-
duces the informational requirements for the regulator
in determining best quality or service standards. Aguas
del Illimani in Bolivia, for example, offers a choice be-
tween the regular connection fee for the water service
or a lower fee if households supply their own labor for
connection activities. In Brazil jointly owned sewers
have been introduced in shantytowns as a form of
lower-quality, affordable sewerage system.40

Regulating outputs or outcomes rather than inputs
or processes can provide incentives to providers (formal
or informal) to search for and apply lower-cost ways 
of achieving the required result. For example, the pri-
vate water concessionaire in La Paz and El Alto, Bolivia,
was able to keep access costs down because regulations
specified outputs (type of service and service quality)
rather than inputs (material standards and construction
techniques).41

Liberalizing entry
New and innovative approaches may be needed to en-
hance services to poor users. Such approaches include,
for example, community participation in the construc-
tion and operation of networks, which may reduce
their costs. An example is the water sector in Argentina,
where the population in some neighborhoods provides
the labor needed to work on the connections or on
maintenance. Similar programs were implemented in
the early 1990s in Mexico for road maintenance. Reg-
ulators need to be open to experimentation in institu-
tional design.

In many parts of the developing world, small-scale
private vendors or networks have sprung up in response
to the needs of poor users who do not have access to for-
mal providers. For example, in Paraguay about 300 to
400 private firms and individuals—called aguateros—
supply piped water to households not served by munic-
ipal water companies. The aguateros range from very
small operations supplying a local neighborhood to
larger companies with as many as 800 connections.42

Similar service is provided by men driving 15-ton
tanker trucks carrying water around the narrow streets
of the shantytowns surrounding the maquiladoras on
the Mexican side of the Mexico-U.S. border.43 In Yemen
small enterprises provide power services to rural towns
and villages that are beyond the reach of the formal util-
ity. Suppliers range from individual households that
generate for their own use and sell power to a small
number of neighbors to larger operators with diesel gen-

   

In 1995 the concession for water and sanitation services
for Tucumán Province, Argentina, was awarded to Com-
pania de Aguas del Aconquija (CAA) for a period of 30
years. To fund the required investment program, the con-
cessionaire bid a tariff increase of 68 percent. The tariff in-
crease was to be immediate and to affect all consumer
groups equally in a population with a significant share of
urban and rural poor. 

The tariff increase proved very unpopular and was con-
sidered unjust by low-consumption users. The situation de-
teriorated with a series of episodes of turbid water. The re-
sult was a nonpayment campaign by consumers, which
provoked a financial crisis for the concessionaire. Provin-
cial elections brought to power a new administration that
was much more hostile to the concession program. At first
the authorities and the concessionaire began renegotiating
the contract. One initiative was to introduce a special tariff
for low-income users and a system of rising block tariffs
for regular customers. The negotiations did not prosper,
however, and the case ended in international arbitration. 

Source: Estache, Gómez-Lobo, and Leipziger 2000. 

Box 8.3

Water concession in Tucumán, Argentina



erators supplying up to 200 households.44 In Senegal
small private enterprises rent telephone lines from the
national operator (privatized in 1998) and run telecen-
ters for local households.45

Liberalizing entry for informal providers is a policy
priority particularly in the lowest-income areas of low-
income countries, where infrastructure networks are
underdeveloped or nonexistent and potential formal
providers are nowhere in evidence. Regulators could
limit such liberal entry to areas or customers not served
by the incumbent provider. It seems very unlikely that
entry in the service of such customers would pose a
threat to the viability of the overall network. Enter-
prises providing services through the national network
should enjoy significant cost advantages over small-
scale rivals (who are often providing an imperfect sub-
stitute in any case) and should be able to win over the
customers if and as the network expands. 

Consultations with the community 
To address the needs of the poorest citizens in coun-
tries, regulators need to engage a larger and more di-
verse group of stakeholders. Public education thus
becomes an important part of this special regulatory
agenda. In particular, regulators need to:

� Understand the needs and priorities of the poorest,
including those who are not customers of traditional
utilities

� Understand the needs and perspective (including
costs) of a larger and more diverse group of actual
and prospective service providers, ranging from
small-scale or informal entrepreneurs to more tradi-
tional utilities

� Engage municipalities, NGOs, and other groups
with an interest in representing and advancing the
needs of the poorest.

In this context, exclusive reliance on formal regula-
tory hearings will not be enough. Greater efforts to en-
gage stakeholders will ensure that decisions are well
informed and help bolster the legitimacy of the regula-
tory system. Some promising experiments along these
lines are being undertaken in many developing coun-
tries. These include:

� Visiting communities and engaging them in a dia-
logue on needs and priorities or establishing specialist
consultative or advisory bodies to provide the regula-

tor with reliable access to a range of views. Regulators
in Jamaica reach out to communities through local
churches, and regulators in Bolivia hold town hall
meetings across the country. In Brazil concessions in
the power sector each include a special committee that
comprises representatives of local government as well
as different categories of users, including slum dwellers,
farmers, and businesses.

� Developing information strategies aimed at educating
citizens about the regulatory system. Regulators in
Peru make extensive use of radio commercials, while
regulators in Jamaica use “talk-back” radio shows.

� Delegating to municipal governments or NGOs par-
ticular roles in monitoring service provision and
managing more intensive consultations with their
constituencies. In Brazil there is a national system of
consumer protection that delegates to subnational
governments certain responsibilities for dealing with
consumer issues within their jurisdictions.46

Subsidies
This section discusses how infrastructure services can
be made affordable for the poor. The method used to
subsidize poor people needs to be settled along with
other decisions on industry structure, the standards ap-
plied to the service provided, and pricing and quality
regulation. Clear definition of objectives and careful
targeting of intended beneficiaries can help reduce the
costs of subsidy. Competition can also do so. For exam-
ple, rights (and obligations) to provide subsidized ser-
vices may be allocated through competitive auctions to
the bidder demanding the lowest subsidy, as is done for
rural electrification and rural telephony in Chile and
for passenger railways in Argentina. This section ad-
dresses five issues with respect to the provision of sub-
sidies: (a) targeting the recipients; (b) the good or ser-
vice being subsidized; (c) the source of funding; (d) the
delivery mechanism; and (e) subsidy costs. 

Targeting the subsidy. There are two broad ap-
proaches to targeting subsidies in infrastructure: ac-
cording to the consumption level of the household
(lifeline) or according to socioeconomic or other char-
acteristics (means-testing). 

There are two ways the lifeline approach can oper-
ate. The first is the rising block tariff structure, whereby
a low rate is charged for an initial lifeline block of con-
sumption and progressively higher rates for successive
blocks thereafter. The second is a subsidy whose amount
depends negatively on consumption, under the as-
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sumption that the poor tend to consume less than the
rich. In Honduras the unit charge is reduced for cus-
tomers with total consumption below 300 kilowatt-
hours (kWh) per month, and the amount of the reduc-
tion has a block structure.

Both approaches are easy to implement and have
low administrative costs, but the results have been
mixed. In Latin America they have been found to do
poorly in terms of targeting because consumption is
only weakly correlated with income and, therefore,
poverty.47 In contrast, transition countries that use the
lifeline approach manage to reach two-thirds of the
poor for electricity and water.48 Since there can be
problems with targeting lifeline tariffs for the poor
(even the nonpoor receive subsidies), policymakers
need to decide whether they wish to err on the side of
exclusion or inclusion.

Under the means-testing approach, the eligibility of
households is based on observable characteristics of the
household or its dwelling, under the assumption that
these characteristics are correlated with income and,
therefore, with poverty. The individual targeted subsidy

scheme implemented in the Chilean water sector—
where households are selected on the basis of a socio-
economic interview before they are declared eligible for
subsidized water tariffs—appears to be one of the most
effective schemes developed so far (box 8.4). In Colom-
bia all utility tariffs are differentiated according to the
characteristics of the property and its surrounding
neighborhood. On the downside, means-tested subsi-
dies can have the undesirable consequence of affecting
incentives, especially with respect to labor market par-
ticipation. This is sometimes labeled the “poverty trap”
problem in the welfare system. 

Variations on the means-tested approach described
above that have been used by countries include ones that
determine eligibility according to some other categorical
variables or geographic zones. For instance, in Argentina
subsidies are provided to specific groups (such as pen-
sioners and students), while in Colombia consumers are
taxed or subsidized in their utility bills according to a na-
tional socioeconomic classification system based on
neighborhood characteristics. Operators of toll roads in
some developing countries have been required by the
original contract to provide free or reduced-charge ac-
cess to vehicles that are likely to be driven or occupied
by poorer citizens, such as farm equipment, small trucks
carrying farm products, and commuter buses.49 In both
cases, however, there are large exclusion and inclusion
errors, and both these approaches are found to be infe-
rior to the standard means-tested one.

Aside from the above approaches, the government
could also reach the poorest by providing the basic
minimum of service to customers, such as a single pub-
lic phone or water tap in a village not yet served. Yet
another approach to providing lifeline services that is
typical of the telephony sector is to have a telephone to
receive incoming calls, with a capability to make a fixed
number of outgoing calls (or a total fixed number of
minutes of such calls), as well as the capability to make
calls to emergency services, collect (reverse charge) calls,
and calls to toll-free numbers.50

Consumption or connection subsidies? Subsidies can
be in the form of a consumption or a connection sub-
sidy. In principle, the subsidy should be directed to
those goods or services with the highest difference be-
tween the willingness to pay and costs. In countries
where capital market failures have a stronger impact on
connections (as in many developing countries), subsi-
dies for connections or network expansion should be
favored over consumption subsidies because in these

   

Chile replaced its cross-subsidy system with a compre-
hensive subsidy scheme for low-income households, as-
sisting them with the purchase of a variety of public ser-
vices. The program is financed by the central government
but administered through the municipalities. Subsidies are
paid to the public service operator, rather than to the
household, on the basis of each subsidized user served.

In the case of water, the subsidy covers 40 to 85 per-
cent of the charges for the first 20 cubic meters of con-
sumption. The goal of the scheme is to ensure that water
and sanitation services do not take up more than 5 percent
of household income. There are multiple criteria for eligi-
bility, including region, average cost of water, household
income and wealth, and family size. Eligibility is reas-
sessed every three years. Households failing to pay their
share of the bill have their subsidy suspended. Initially, the
burden of proving entitlement to the subsidies was placed
on the households. Low participation rates prompted the
government to ask the water companies to collaborate in
identifying needy customers by examining tariff payment
records. It is now believed that all eligible households in
urban areas (about 20 percent of the population) are cov-
ered by the scheme.

Source: Brook and others 2001, World Development Re-
port 2002 background paper.

Box 8.4

Targeting subsidies: Chile’s approach



countries it is almost impossible for consumers to bor-
row to pay for the connection, even if they were will-
ing to do so.

Delivery mechanism. Direct subsidies may be trans-
ferred to the targeted beneficiary, either in cash form or
as a tax deduction, or as a voucher tied to expenditure
on the specified service. Cash payments and tax deduc-
tions may be efficient means of meeting distributional
objectives but may raise concerns over the subsidy being
expended on matters other than intended. Voucher
schemes address this concern but can involve large ad-
ministrative costs. Another means is for the subsidy to
be channeled through the service provider, which will
require the consumer to demonstrate her eligibility and
may be conditional on paying the unsubsidized portion
of the bill. This is the approach adopted in Chile.

Source of funding. The use of subsidies raises the
question of the source of funding for such subsidies,
which can come from general tax revenues for govern-
ments, cross-subsidies, or a common fund to which all
companies contribute. Which type of funding is more
convenient depends in part on the efficiency, equity,
and administrative costs associated with the distortions
created by the general tax system. When the tax-
financed subsidies are too costly to enforce and tax re-
form is not a realistic option, it may be more efficient
to raise funds from the utility industry, especially if
done through the fixed-charge part of utility tariffs—
that is, the second and third options. 

General tax revenues are typically the source of sub-
sidy funding in the case of urban transport and “nega-
tive concessions,” such as those awarded for toll roads.
The issue with this source of funding is that in most de-
veloping countries the tax system is usually quite inef-
ficient and is unable to raise resources at a low enough
cost to enable sufficient funding of a welfare system. 

Cross-subsidies raise funding by charging certain cus-
tomers a higher price than the cost of service. This has
been quite standard for public utilities in Latin Amer-
ica and is likely to continue to be common for pri-
vate utilities when governments cannot make credible
commitments to finance subsidies. The drawback of
this scheme is that it could inefficiently discourage use
or encourage inefficient regulatory evasion or bypass. 

Traditional cross-subsidies require monopolistic
market structures, without which those paying the
higher prices would defect to other suppliers and so un-
dermine the basis for the cross-subsidy. Some countries

have introduced cross-subsidy schemes that are more
compatible with competitive markets. For instance, in
the telecommunications sector in Australia and the
United States cross-subsidies are funded from levies on
the naturally monopolistic components of the system—
the interconnection—rather than on consumption.51

In a variation of the cross-subsidies scheme, all com-
panies are required to make a contribution to a common
fund according to a rule (for example, proportional to
the number of customers that each company serves or
proportional to each company’s revenues). Companies
still charge customers a price-cost markup to pay for
this contribution. But they are free to decide which
prices to charge which customer. The drawback here is
that this allows for less transparent subsidies.

Conclusions

Infrastructure services are critical to the operation and
efficiency of a modern economy. Improvements in in-
frastructure services can help promote competition in
other markets, and there is evidence that infrastructure
has a positive impact on growth and poverty reduction.
As highlighted in World Development Report 2000/2001,
access to infrastructure is a key concern for poor people.

Inefficiencies with public sector provision of infra-
structure services and fiscal constraints led governments
around the world to shift to private sector provision of
infrastructure services beginning in the late 1980s. The
consequent increase in private provision has expanded
the provision of infrastructure services through im-
provements in efficiency and increases in investments.
But recent experiences also shed light on institutional
factors that, if improved, could increase the benefits
from private provision. This chapter addresses the chal-
lenges faced by governments in regulating private in-
frastructure providers in order to meet both efficiency
and distributional goals.

An important factor affecting service provision is the
nature and extent of competition in infrastructure mar-
kets. To the extent possible, policymakers need to en-
courage competition in the provision of infrastructure
services. Competition can help reduce the regulators’
burden of monitoring prices and quality. Key factors af-
fecting the quality of infrastructure provision are initial
contract design at the time of privatization and the pres-
ence of a strong regulatory agency. Governments that
have paid the most attention to detail at the time of pri-
vatization have been better able to expand service provi-
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sion, particularly to poor people. Failure to set up strong
regulatory agencies can result in bureaucratic inefficien-
cies and public corruption being replaced by corruption
in the private sector or an excessive transfer of rents to
private parties. Small poor countries could benefit from
coordinating the regulation of infrastructure providers
at a regional level. Attention to preprivatization restruc-
turing of the sector and postprivatization monitoring,
for example, through better accounting systems (chap-
ter 3), is important. Information flows among those
who are regulated, the regulators, and the customers are
essential to effective service provision. 

Policymakers can also expand coverage goals by en-
couraging new, low-technology, informal providers, 
and by modifying regulations to enable their operation.
Regulators can benefit from flexibility in institutional
design—that is, in price-quality combinations. Inno-
vative approaches by communities—and information
sharing between communities and regulators—can help
improve coverage. Distributional objectives can also be
met with investment targets. In cases where subsidies
are needed, they need to be transparent. Targeting is a
concern, and while no system is perfect, country expe-
rience suggests that some workable solutions exist.
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P A R T  I V

Society

SOCIETAL FORCES SHAPE THE EFFECTIVENESS, GROWTH, AND LEGIT-

imacy of market institutions, which in turn affect the rules and values of societal ac-

tors. The chapters in this part of the Report explore the range of interactions between

society and market institutions. Chapter 9 on Norms and Networks discusses how the

informal institutions used by societal groups influence transactions in the market. Fi-

nally, Chapter 10 on the Media looks at the institution that, in reflecting and dissemi-

nating the views of members of society, can improve the working of markets by greatly

reducing the costs of information flows.





In civilized society [man] stands at all times in need of
the cooperation and assistance of great multitudes. In
almost every other race of animals each individual,
when it is grown up to maturity, is entirely indepen-
dent, and in its natural state has occasion for the assis-
tance of no other living creature. But man has almost
constant occasion for the help of his brethren.

—Adam Smith, 1776

Immigrants in California raise credit through rotat-
ing credit associations rather than from banks.
Small traders in Mexico use informal mechanisms

rather than courts to resolve disputes. Bankers in Japan
seal deals with a handshake rather than a legal con-
tract.1 All three groups rely on institutional arrange-
ments far removed from the formal constructs of gov-
ernments and modern organizations. In all societies
systems based on social norms or networks—alterna-
tively referred to as informal institutions and some-
times as “culture”—are a central means of facilitating
market transactions.2 Such norm-based institutions are
especially critical for the poor, who often lack formal
alternatives. 

Transactions that rely on informal institutions are
regulated by a set of expectations about other people’s
behavior. These expectations derive from a common un-
derstanding of the rules of the game and the penalties
for deviation and are based on shared beliefs and shared
identities of network members. Such norm-based be-
havior is not always confined to small groups but is also
evident on a broader scale. One example is tax compli-
ance, when individuals in society tend to act more hon-
estly if they sense that other people’s behavior is similar
and when there is a social penalty for deviation.3

C H A P T E R  9

Norms and Networks

Individuals, when deciding to comply, either with
taxes or with a contractual obligation, have three rea-
sons to do so. First, because of an individual or “inter-
nalized” norm, such as honesty, which may be founded
in a shared belief system, such as a religion or in a sense
of obligation to one’s peers. Second, because deviant
action will be not be socially tolerated by others and
this lack of acceptance will result in some form of so-
cial sanction. Third, because of an economic sanction
associated with the deviation, such as a fine, imprison-
ment, or denial of future business, often with added
social stigma attached to the economic punishment.
Formal institutions focus on the third incentive and
thus can be ineffective if this economic sanction is
weak.

Norm-based institutions can supplement or sup-
plant laws and formal rules. They may substitute for
formal institutions where the latter do not exist or are
not accessible or where they fail to facilitate business
transactions. In these cases informal institutions allow
those sharing norms or culture to behave predictably,
lowering the risks in a transaction (chapter 1).4 Cor-
rupt environments, for example, are often the result of
ineffective formal institutions that coexist with weak
social deterrence, sometimes called a “culture of cor-
ruption” (chapter 5).5 In such situations incentives for
corruption rise as peers also become corrupt, leading
to a vicious cycle of socially undesirable behavior. 

For geographically isolated and poor market partic-
ipants, formal institutions are not easily accessible.
These groups are more likely to use informal mecha-
nisms to improve information flows and enforce con-
tractual arrangements. For much of the world’s poor,
informal institutions play a primary role in making
business easier.6
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But informal mechanisms are used not only by those
in poorer environments. Social networks grounded in
class, caste, tribe, and neighborhoods—as well as school
background and membership in clubs—can be as im-
portant for cementing deals in corporate towers as in
rural markets. Work is habitually helped by the use of
conventions, personal relationships, and shortcuts that
complement codified rules in large corporations as well
as small firms.7 In these markets informal institutions
tend to complement formal ones.

For policymakers, building new formal institutions
that complement existing informal institutions is a
challenge. When inadequate attention has been paid to
norms and culture, formal institutions have not deliv-
ered desired outcomes. But many successful institu-
tional arrangements have flourished precisely because
of their ability to harness, or adapt to, prevailing norms. 

An important issue is that new laws or organizations
can make some market participants worse off than they
were under norm-based institutions. In extreme cases
new institutions may not bring many benefits while
destroying old norms that have benefited market ac-
tivities. Thus, in some situations, replacing informal in-
stitutions with formal institutions may not be the
preferred policy (as is the case with community-based
land tenure in some regions, discussed in chapter 2).
That is even more likely if, as in many poorer countries,
the preconditions for effective and efficient formal in-
stitutions are not met. 

Connecting communities through trade can bring
about a demand for formal institutions to complement
norm-based institutions. Norm-based institutions be-
come less effective as the number of trading partners
grows and they become more socioculturally diverse.
Moreover, because informal institutions often function
by restricting access to new members, they can be inac-
cessible for many market participants and may hinder
competition in markets. Widespread income growth
and poverty reduction require formal institutions that
can serve as bridges between separate groups. These can
help support more complex transactions and widen the
set of opportunities and agents that can benefit from
various market transactions.

Experimenting with innovative elements that recog-
nize the presence and effect of norms creates more ef-
fective formal institutions. Policies that allow parallel
operation of informal and formal institutions increase
options for market participants. Examples are courts
that operate in parallel with informal enforcement

mechanisms, formal rural credit schemes that explic-
itly use elements of local norms of solidarity, and in-
stitutions such as affirmative action that try to reduce
discrimination.

This chapter draws on established research and new
analysis in the social sciences as well as studies of the de-
velopment experience to elucidate the role of informal
institutions and their interactions with formal insti-
tutions. Finally, it provides insights for policymakers
building new institutions by addressing three questions:
How do informal institutions aid market transactions?
Why do informal institutions facilitate transactions for
some and not for others? And how can the interaction
of informal and formal institutions be used to ensure a
dynamically supportive market environment?

Informal institutions in markets: 

their utility and shortcomings

This section first illustrates when and where norms
lower transaction costs in markets and facilitate activity.
It then discusses examples of situations where norms,
though aiding transactions, can be exclusionary or less
efficient than formal institutions. This includes cases
where norms restrict entry and so reduce competition.

When norms and networks help 
market-based activity 
Informal institutions develop to spread risk and to raise
relative returns from market transactions. They do this
by improving information flows, defining property
rights and contracts, and managing competition. 

Informal institutions for sharing information within
groups. Well-established informal mechanisms for
information-sharing have been used all over the world.
Armenian traders in the 17th and 18th centuries, and
Chinese immigrant trading communities until today,
shared valuable trading information among themselves
to ease transactions. Less sophisticated devices are used
by members of small business and trading groups all
over the world, from street vendors in Peru, to mutual
aid groups in Benin, to wealthier members of clubs and
business associations. In each case, an informal network
communicates information about business opportuni-
ties, barriers, and potential partners to fellow group
members.

The information networks in these groups can lower
the riskiness of transactions, as members gain informa-
tion about the quality of partners and the business envi-
ronment. In developing countries formal alternatives—
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credit-rating agencies or chambers of commerce, for
example—do not exist or do not serve the small trader.
Without informal knowledge channels, the costs of con-
ducting business would be prohibitive. Informal net-
works lower these costs and enable smaller businesses to
enter the market. Over time, groups coalesce to lower
the costs of coordination.8

This type of informal information exchange is based
on trust. Close familial bonds and friendships permit
information sharing. Things are different when groups
are larger. Trust among kinfolk and strongly bound eth-
nic groups is built through multiple or repeated inter-
actions, which allow each group member to assess the
other for reliability in adhering to contracts. Ghanaian
fishmongers in Accra, for example, share business in-
formation even among competitors. This sharing of in-
formation is helped by multiple bonds: the women live
in the same neighborhood and sell in the same market,
they share a common ethnicity, and their husbands (the
fishermen) are business partners as well.9

Different types of information may be exchanged
within networks. Agents may have specific information
about their counterparts, gained through previous inter-
actions. In the absence of specific information, their only
recourse is generic information, such as shared value sys-
tems (stemming from shared ethnicity, say, or common
socioeconomic circles) or indirect “symbolic” denoters
of quality or honesty (such as whether male or female,
white or black, or the same or different ethnicity).10

The groups that have access to information may be
formed in many different ways. For example, in mar-
kets in Africa, women market traders form close-knit
groupings that offer mutual support, with even direct
competitors selling for a member if she is sick. Their
bond exists even though they may be of different tribal
affiliations because their group is bound together by
their common gender.11 A second binding element is
their repeated interactions that build up specific knowl-
edge about one another. This helps cement the trust,
letting the group know who among them can be relied
on to use the information. Specific knowledge thus also
helps determine the boundaries of the group sharing
the information. 

Informal institutions for dispute resolution or contract
enforcement within groups. Some informal institutions
also define property rights and enforce contracts. In
modern-day rural Indonesia, for example, an informal
system inhibits participants in business or credit transac-
tions from defaulting on fellow members of the commu-

nity. One of the key instruments is the knowledge that a
reputation for untrustworthiness would exclude people
from future transactions.12 Informal contract enforce-
ment mechanisms are self-enforcing—the costs of deviat-
ing are high even in the absence of formal contract en-
forcement mechanisms.13 Such incentive structures may
be devised in a variety of ways—some at an individual
level, some at a community level, and some involving the
informal use of outside mediators or enforcers. Broadly
speaking these incentive mechanisms can be divided into
six groups, summarized in table 9.1.14

In a world where information—about the other
party in a transaction and about the transaction itself—
is imperfect, there needs to be a way for the aggrieved
parties to resolve their differences amicably. In devel-
oped markets participants can use formal institutions
such as the justice system and the police. But the use of
formal mechanisms for dispute resolution may be un-
common in many communities, where official dispen-
sation of justice may be regarded as too costly or ineffi-
cient. It may also be unavailable, if, for example, the
courts are too far away. In industrial countries efficient
court systems also offer an incentive to develop pri-
vately negotiated solutions to disputes, whether through
formal channels, such as trade associations, or informal
(chapter 6). Studies of the United States, for example,
have found that private solutions to dispute resolution
predominate. In richer countries, formal institutions
complement informal ones; informal rules can be very
effective as they have formal laws as the backup. In de-
veloping countries market participants use informal
mechanisms as substitutes.
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Table 9.1

Types of informal sanctions in contract-

enforcement mechanisms

Short-run Longer-term

Level sanctions sanctions

Individual

Community

Personal (for example,
guilt)

Retaliation by partner
in transaction

Sanctioned punish-
ment by an outside
mediator

Reputation loss and
resulting exclusion
from future trans-
actions of the kind
where cheating
occurred.

Direct sanction from
community

Exclusion from other
social transactions



In some instances, use of formal mechanisms is min-
imal. Among a sample of Malagasy traders, for exam-
ple, a study found that a vast majority never used for-
mal mechanisms at all.15 In other situations informal
enforcement mechanisms may explicitly reinforce for-
mal ones. This, for example, is the case for the Grameen
Bank in Bangladesh. Repayment rates are kept rela-
tively high for small business loans to women not just
through formal credit histories, but also through ex-
plicit social mechanisms. Group members are urged to
select one another with an eye to as much homogene-
ity as possible. Then, loan eligibility of each member in
a group is made subject to the credit history of the
other members of the group, creating a strong element
of peer pressure.16

The short-run mechanisms in table 9.1 have their
direct counterparts in the formal sphere as well. There,
the punitive act comes from the state, usually a fine,
imprisonment, or both, imposed by a court of law. Me-
diation is also a common, and often effective, alter-
native to a drawn-out judicial process (chapter 6). For
informal contracts, loss of reputation is especially im-
portant if the partner in the transaction is one of few
in the particular line of business. This may be a village
moneylender, or the sole supplier of inputs for a farmer
in a remote area, or a community member. In more
competitive markets, where business partners outside
the group are available, informal mechanisms become
less effective. They are also less useful during economic
or political upheavals and similar situations, where the
composition of communities is volatile. 

Such multidimensional and long-term punishment
structures are effective so long as the individual needs to
remain part of the community. But their utility dimin-
ishes when the relevant group involved in transactions
is large and is spread across different communities or re-
gions, as when lower transport costs or changes in poli-
cies increase the range of trading partners. 

When norm-based institutions may not be enough
Reliance on informal institutions alone is not enough
for the growth of inclusive markets. Some groups may
be excluded from the use of such institutions. Also,
such institutions may limit the scale of operation, or
they may have multiple objectives. In some cases the
problems of, for instance, no access or multiple objec-
tives are common to poorly designed formal institu-
tions as well. But because policymakers have more dis-

cretion over the reform of formal institutions, these
shortcomings can be more easily remedied. 

Limits on entry and exclusion from informal institu-
tions. A persistent problem in many poorly designed
formal institutions, as discussed throughout this Re-
port, is that they may not be available to all interested
parties. Informal institutions, by their very nature, suf-
fer from this problem as well. Information flows about
business opportunities may be available only to mem-
bers of a group, with outsiders excluded because of lin-
guistic or cultural barriers (box 9.1). Also, because
information is usually shared during the process of
intracommunity social occasions, even among today’s
ethnic business communities, it may be difficult for
outsiders to gain access.

Sociocultural barriers to using informal mechanisms
can be costly in multicultural or multiethnic societies.
In parts of Africa there are often scores—and sometimes
hundreds—of societies that were institutionally au-
tonomous until recently.17 One example is The Gam-
bia. Within its more than 4,000 square miles, main eth-
nic communities include groups such as the Madinko,
Fula, Wolof, Jola, and Serahuli, each with endogamous
profession-based “castes” among them. Other signifi-
cant examples are the Mauritanian Moorish and Leba-
nese trading communities.18 In such situations formal
institutions may be the only way to lower the costs of
doing business for all concerned. Similar conditions,
among them barriers to using cultural traditions that
build trust, exist for minority groups. A case in point is
the Korean minority in Japan, which is excluded from
the bonding iemoto groups that help build trust and ease
transactions even in today’s Japan.19 The same is true for
those indigenous people in many countries throughout
the world who live culturally separate existences from
the mainstream. 

Issues of access can be important even for those who
benefit from norm-based practices in some transac-
tions. Reliance on their own networks alone can mean
that other possible businesses and potentially high-
yielding projects, governed by different institutional
arrangements, are unavailable. The situation in box 9.2
illustrates how reliance on networks alone implies that
more efficient producers may be denied access to credit.

Therefore, the very mechanisms that promote lower
transaction costs for participants can discriminate
against those denied access to the networks. In such
cases there is a clear need for good formal institutions.
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Otherwise, without shared heritage or even geographic
proximity, many people can be excluded from the ben-
efits of market-led growth in incomes. Even those in
networks may not be able to engage in profitable busi-
ness opportunities with outsiders.

Over time, a natural result of excluding people from
higher-return economic activity is a widening in dis-
parities of income and wealth and perhaps an increase
in social unrest, crime, and violence. This is illustrated
by historical examples, where small elite groups or col-
onizers used their own “clubs” and other informal net-
works to do business more efficiently than others in the
economy, differences that have persisted. It is also true
in today’s world, where economic outcomes differ be-
tween ethnic groups that have strong norm-based busi-
ness practices and those that do not. 

Moreover, informal contract enforcement may rely
on third-party mediators, such as the Mafia in Sicily,
which historically developed to fill the void left by non-
functioning formal institutions.20 Similar phenomena
are observed today in other parts of the world. The dan-
ger, as is obvious from the examples, is that the infor-
mal institutions that arise when formal alternatives do
not exist may bring with them significant negative ex-
ternalities. These can range from a worsening of the
business climate (and thus the discouragement of legit-
imate and honest businesses) to the simultaneous oper-
ation of unrelated criminal activity. To avoid this out-
come, effective formal institutions are needed.

Informal institutions and scale diseconomies. As the
scale and breadth of transactions increase, there are two
other problems with informal institutions: coordination
failures and the possibility of exit from institutional
structures.

In situations where there is asymmetric information,
coordination failures arise from the inability to trust
business partners to keep to bargains that may improve
outcomes for both parties. For instance, as there are
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Since 1985 Tiripur has become a hotbed of economic ac-
tivity in the production of knitted garments. By the 1990s,
with high growth rates of exports, Tiripur was a world
leader in the knitted garment industry. The success of this
industry is striking. This is particularly so as the production
of knitted garments is capital-intensive, and the state
banking monopoly had been ineffective at targeting capi-
tal funds to efficient entrepreneurs, especially at the lev-
els necessary to sustain Tiripur’s high growth rates.

What is behind this story of development? The needed
capital was raised within the Gounder community, a caste
relegated to land-based activities, relying on community
and family networks. Those with capital in the Gounder
community transfer it to others in the community through
long-established informal credit institutions and rotating
savings and credit associations. These networks were
viewed as more reliable in transmitting information and en-
forcing contracts than the banking and legal systems that
offered weak protection of creditor rights. The intense
competition in the garment industry ensured that good
money would not follow bad and that firms would pay at-
tention to the needs of customers. 

But there is more to this story. Outsiders (non-
Gounders) have entered the industry. These participants
do not have access to community funds. Yet outsiders,
starting with around one-third as much capital as the
Gounders, have outperformed them, developing larger-
scale and better-integrated production capacity and mak-
ing up more of the complicated export business. 

Thus, the Gounders’ networks have stimulated trade,
but for those not part of the network, many opportunities
for using better ideas remain unexploited because they do
not have access to the same network of funding sources.
Public institutions, such as collateral law (and enforce-
ment), would allow stronger creditor protection and pro-
mote lending by formal institutions such as banks, allow-
ing entrants not part of the network to better participate
in the market. 

Source: Banerjee, Besley, and Guinnane 1994. 

Box 9.2

Tiripur in Tamil Nadu (India): insiders and

outsiders in the use of informal institutions

An interesting example of exclusion because of lack of ac-
cess to informal institutions comes from the cattle trade
in Nigeria in the 18th and 19th centuries. The Hausa cattle
traders who operated there shared a common set of val-
ues, based on Islam and the Hausa language, which gen-
erated trust in partners. When French traders tried to enter
the market, they ran into barriers. Much of the problem
arose because the French could not enter into credible
contracts in credit transactions with the Hausa, because
there was little trust among the transactors. The French
were not part of the social sanction mechanisms used by
the Hausa. Without formal institutions for dispute resolu-
tion, these contracts between the Hausa and the French
could not be enforced.

Source: Austin 1993.

Box 9.1

Exclusion in trading in African history



more ethnic groups in a given economy, each with its
own set of customs and norms for doing business, the
complexity of the coordination problem also mush-
rooms. As group size grows, information processing
and enforcement within the group also become diffi-
cult. Again, a shared set of formal institutions may be
the solution.

With more alternative trading opportunities outside
the community, the number and diversity of potential
trading partners grow, and the relative benefit from
staying in the network declines. In this situation, a
trader may find it less costly to violate a community
norm because any sanctions (such as loss of shared in-
formation) that can be imposed by the group are less
effective. With increased competition and other trad-
ing partners, the trader may find it feasible to exit the
community and exist comfortably without dealing
again with those the trader has cheated. 

Norm-based mutual insurance networks are an ex-
ample. Small communities use these to protect mem-
bers from individual economic shocks by sharing excess
resources such as food, labor, and land (where land is
abundant). Such systems are extremely valuable as a
means of protecting every member of the community
against misfortune. But as communities grow larger,
commitments become more difficult to coordinate and
deviations harder to punish. Moreover, a feature of mu-
tual insurance mechanisms is that they come with a
built-in set of incentives that may inhibit the commu-
nity from encouraging economic experimentation,
entrepreneurship, and processes where individuals
compete among themselves. This is usually because of
concern that excessive riches will allow the individual
to “opt out” of the mutual insurance systems essential
for the community’s survival.21 In more complex econ-
omies, therefore, such mutual insurance systems have
been formalized under often more efficient systems 
of explicit taxes and transfers.

Multiple objectives of informal institutions. Well-func-
tioning formal institutions are designed to solve a fo-
cused economic problem in the most efficient way pos-
sible. But norm-based practices almost always have
multiple objectives. Take the example of a credit trans-
action. Institutions that address, among other things,
two key elements of uncertainty—the borrower’s abil-
ity to repay the loan and his propensity to default—
mitigate the riskiness of the deal. Different formal in-
stitutions would act separately to mitigate the two risks;
for example, a formal record of the borrower’s credit

history decides his creditworthiness, while the lender
has recourse to specialized courts of law to enforce the
formal loan contract. 

In contrast, credit transactions within the commu-
nity are carried out through an institution—the com-
munity network—built to facilitate an array of eco-
nomic activity. This includes information about a
person’s creditworthiness and possible social sanctions
on default. But it also incorporates mutual insurance
schemes where a borrower, at a different time, may lend
to today’s lender or help him with information or con-
nections in a totally different business matter. So a bad
credit history may be discounted, or the punishment
for default may not be as strong, as when impersonal
formal institutions operate. 

One problem is that poorer borrowers may not feel
obliged to repay richer lenders and instead may see
default as part of an implicit mechanism to equalize
wealth among the kin or community.22 In a survey of
58 firms in Ghana, no credit sales were made to kin be-
cause the potential creditors worried that they would
not be able to compel relatives to pay.23

Such concerns, reinforced by cultural values about
egalitarianism and fairness, can also hinder the process
of development, although they serve a social purpose.
A study in Cameroon, for example, found that village
development committees in the north worked inef-
ficiently because of concerns that no single person
should benefit from the development work more than
others.24 In a village in the Republic of Congo another
study found that fishermen who got new technology
because of a fishery development project gave up using
the new nets because fellow community members were
not able to share in the improved incomes.25

As policymakers set up formal and more specialized
institutions, however, the equity-enhancing roles of the
informal institutions they displace often cannot be re-
created. In these cases the policy choice is made more
difficult because the creation of a more efficient formal
institution can undermine long established risk-miti-
gating or redistributive functions played by norm-based
structures.

Building and adapting formal institutions 

Formal institutions are either superfluous or counter-
productive when transactions take place within small
communities and in larger communities with a shared
set of effective informal institutions. But as economies
develop, formerly distant communities become more
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integrated. Changes in individual behavior and govern-
ment policies create new rules of the game that affect,
directly and indirectly, even the most isolated commu-
nities. These growing forces of urbanization and glob-
alization undermine the long-standing rules tradition-
ally used by communities (box 9.3).26 With greater
competition and more trading opportunities, the exit
of individuals from communities and their idiosyn-
cratic norm-based institutions weakens the effective-
ness of these traditional mechanisms. In such cases
market activity stimulates a demand for formal institu-
tions, supplanting community norms or networks. The
stories of the medieval Genovese traders and the 19th
century Thai rice farmers in chapter 1 illustrate how
trade and openness helped the historical building of
formal institutions. 

Where there is a strong and widespread demand for
formal institutions, policymakers looking to build in-
stitutions that will improve the market environment
have a relatively simple job. But in many situations the
demand for new and modern institutions may not be
evident. In these cases the first step is to diagnose how
well existing informal institutions support transactions.
The second step, when formal institutions already exist,
is to decide whether these are effective in reaching their
stated goals, and if not, to decide whether to dismantle
or reform them. 

Open discussion and debate with the relevant users
of institutions in the economy can help identify how
well existing norm-based institutions are addressing
their needs. This debate should include the costs of
building or changing formal institutions, which may be
significant. It may be the case that informal institutions
are operating adequately in helping the existing level of
market transactions (as they do for property rights in
land in parts of Africa). 

Conversely, existing informal institutions may be in-
appropriate for two distinct groups:

� Those that want to expand their activity beyond
the community and trade with those outside their
neighborhood, kinship group, or country

� Those ill served by existing socioeconomic norms,
either because the norms exclude certain groups
(such as the poor, isolated groups, and minorities)
or because use of the norms is bundled with fea-
tures that these groups find objectionable (such
as xenophobia, exclusion, or even overly zealous
egalitarianism). 

When there needs to be a shared norm to help trans-
actions across diverse communities, the solutions can
be straightforward. In many parts of the developing
world, the language of the colonists and occupiers—
English in India and Uganda, Spanish in Latin Amer-
ica, Russian in Eastern Europe and Central Asia—
served as a common language among disparate cultures.
Today, English has emerged as the language of the In-
ternet, offering a common platform for those using it
to communicate and exchange information.

But where there are discriminatory practices, the rel-
evant societal norms may have to be explicitly sup-
planted rather than amended. Most societies prohibit
such practices—or formally institute affirmative action—
in order to promote equity and access. Sometimes
economic pressures such as a tightening labor market
may overcome deeply rooted discriminatory practices.
Women, for example, have gained access to high-pro-
ductivity work in countries enjoying swift growth.27

Still, removing discriminatory practices on a more per-
manent basis may call for the building of explicit formal
institutions such as antidiscrimination laws.28 For ex-
ample, affirmative action programs in India, while not
always promoting the greatest efficiency of labor use,
have met an important objective—providing to mem-
bers of the scheduled castes and tribes opportunities, in-
cluding political representation and government jobs,
that might not otherwise be available to them. Thus,
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In colonial Uganda, on what were called Mailo lands,
chiefs had traditional feudal rights under a community
system of reciprocal obligation in which they acted as
trustees on behalf of the people of the tribe or clan. When
the colonial government turned this informal institution
into Western-style proprietary tenure, this gave the chiefs
personal property rights over the land—and community
members cultivating the land became legal tenants. This,
according to some historians, led some of these new land-
lords to exact exorbitant rents and evict those in the tribe
who were unable to pay. Thus, the situation caused by the
introduction of the new formal institutions had to be ad-
dressed, eventually, by new formal laws fixing rents and
limiting evictions—laws that would not have been needed
under the set of traditional norms of community obliga-
tions and reciprocity.

Source: Firth 1963.

Box 9.3

The influence of formal institutions on norms:

colonial Uganda



these laws potentially offer minority groups both voice
and participation in the building and reform of market
institutions.

Integrating informal and formal institutions

Building bridges between existing formal and informal
institutions is an effective means of enhancing the suc-
cess of formal institutions. 29 One way is to use the con-
tract enforcement and information-transfer mecha-
nisms that exist in tightly knit communities. The
development of credit mechanisms in various parts of
the world offers good examples. Credit cooperatives in
19th century Germany were effective intermediaries
between banks and farmers, supplementing the formal
contractual arrangements with the banks with informal
mechanisms of information gathering and enforcement
among each cooperative’s members.30 Intervillage col-
lectors of agricultural products provided similar bridg-

ing functions in rural Indonesia in the 1980s. These in-
termediaries raised capital in the formal credit market
and then made loans to smaller collectors, relying on
informal mechanisms to create and enforce the credit
contracts.31 In the 1990s successive rural credit projects
in Albania, supported by the World Bank, made use of
community norms that emphasized reputation within
the village to encourage repayment.

Instituting product standards is another way to
build bridges between informal systems and formal
ones. Historical examples include regional craft associ-
ations in late imperial China, which set product stan-
dards and inspected product quality, to serve as a bridge
to formal sector buyers. Today, similar standard setting
is seen among Indian handicraft producers in Gujarat,
where an NGO (SEWA) has helped the villagers devise
a quality-rating system to ensure that products are of
sufficient quality to be marketed outside the immedi-
ate locality. (Chapters 2 and 7 contain broader discus-
sions of product standards.) 

On a larger scale, some efforts are being made to
align formal institutions with prevailing norms. In for-
merly colonial countries, for example, colonial institu-
tions have been redesigned to make them consistent
with local practices; a prime case is the spread of for-
mal Islamic banks in Asia and Africa (box 9.4). 

One thing to keep in mind is that many formal in-
stitutions that try to supplant or even coexist with in-
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The Qur’an explicitly forbids usury, or riba. As a result, var-
ious Islamic communities have tried to develop ways to
conduct credit transactions while refraining from charging
interest. In rural areas of The Gambia, for instance, trans-
actions are kept as short as possible—most for no longer
than seven months—so that interest on the loan does not
add up to large “usurious” amounts. So, credit sales of
large farm machines are usually impossible. 

Although countries from Malaysia to Iran have tried to
institute forms of Islamic banking, one of the most ambi-
tious attempts to adopt a widespread system of formal Is-
lamic finance is taking place in Pakistan. The government,
by order of the Supreme Court in December 1999, was
given until mid-2001 to announce measures for “Islamiz-
ing” the financial system in the country, though more time
may be needed. This transition is a laboratory for the intro-
duction of a whole set of formal institutions that need to
be consistent with the socioreligious norms prevalent in
much of Pakistani society. Initial efforts have been varied.
One bank has introduced a deposit plan that does not en-
sure fixed interest but shares the bank’s losses and prof-
its with the depositor. Other practices include rotating
saving-investment associations among businessmen. Leas-
ing and hire-purchase arrangements, where the monthly
payment by the lessee is seen as a fee rather than inter-
est, are an additional option. As more such systems are
introduced, the one that eventually emerges as the domi-
nant way of dispensing norm-consistent credit is likely to
be decided through competition among the alternative
institutional arrangements.

Source: Bokhari 2000; Shipton 1994. 

Box 9.4

Islamic banking: informal and formal approaches

Formal education was controversial among the Orma
herders in Kenya when it was first introduced in the 1950s
and remained so when primary education became com-
pulsory in the 1970s. The reason was that it conflicted
with long-standing norms and practices of the community,
where male children were crucial to herding. Many elders
were strongly opposed to the practice, believing that it
would jeopardize their livelihood. The Kenyan government,
rather than imposing compulsory education, used the
chief to gradually exercise persuasive pressure on the
households he knew could afford to send their children to
school. This gradual process allowed the demonstration
of the beneficial effects of education, while preventing the
hardening of opposition against it from the elders. By the
late 1980s enrollments had increased greatly, and opposi-
tion to formal education had become muted.

Source: Ensminger 1994.

Box 9.5

Education among the Orma in Kenya: adapting

well-established norms



formal institutions may not be valued by the user at
first, meaning that it will take time for them to suc-
ceed. Socioeconomic norms develop through social
learning and imitation and are slow to change (much
slower than formal institutions, which can be altered
by some combination of market demand, political will,
and administrative capacity). It may be desirable to in-
troduce formal alternatives gradually with some experi-
mentation to identify the most effective institutional
form (box 9.5 gives an example from Kenya).

Conclusions

Market activities are supported by a complex blend of
informal and formal institutions. In many poor regions
of the world, and particularly for many poor people,
informal institutions such as community networks are
the only ones that are relevant, because access to formal
institutions is relatively scarce. Moreover, in many situ-
ations, even if governments could establish formal in-
stitutions, the costs of doing so, relative to the benefits,
may be high. Informal institutions can be superior to
formal alternatives, either because they are more effi-
cient at achieving the objective or because they embody
features that formal institutions are unable to provide.
But in other cases, informal institutions may prevent
further market development, as when closed networks
restrict the scale and breadth of possible transactions.
In developing markets, informal institutions tend to
substitute for the lack of formal systems, whereas in de-
veloped markets informal and formal institutions tend
to complement each other.

While informal institutions provide people with a
way to access and benefit from market opportunities

and to manage market risks, they may also exclude po-
tential entrants and partners. Formal institutions are
important because they can deal with a larger group of
participants and because, if well designed, they can
serve to include more people rather than exclude them.

Imposing a formal legal system on an environment
where informal contract enforcement has been the norm
can either raise the transaction costs of dispute resolu-
tion considerably (formal legal procedures are often
costly) or weaken the implicit contracts that governed
relations until that time (without significantly strength-
ening the effectiveness of alternatives). Such considera-
tions need to be kept in mind when examining the de-
velopment of formal systems. When formal institutions
replace one of the functions provided by informal ones
(such as efficiency in a particular transaction) but not
others (such as risk sharing), policymakers need to be
aware of the effect of their choices not just on economic
outcomes, but also on political and social effects; they
can then either modify the pace of change or design
complementary institutions. Take, for example, any pol-
icy that serves to weaken community ties, such as those
that support out-migration or the breaking up of com-
munities in order to resettle them to otherwise better
areas. These actions could weaken the informal enforce-
ment mechanisms for contracts, and alternative formal
institutions for contract enforcement may be needed. 

Finally, the greater use of formal institutions requires
the removal of overly onerous regulatory barriers that
help foster informal economic activity (chapters 1 and
7). A second, and critical, set of policies relates to liter-
acy and education—without which sophisticated for-
mal institutions may be unusable.
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One of the objects of a newspaper is to understand the
popular feeling and give expression to it; another is to
arouse among the people certain desirable sentiments;
the third is fearlessly to expose popular defects.

—Mahatma Gandhi

The first records of written news stretch back
more than two thousand years to the Han dy-
nasty in China and to Julius Caesar’s reign in an-

cient Rome. Daily handwritten news sheets, circulated
by the government, presented news on trials, military
campaigns, and political developments. After the inven-
tion of a printing press using movable type in the mid-
15th century, international commerce became the main
impetus for newspapers in Europe. Newspapers with in-
ternational commercial news and advertising appeared
in Germany in 1609 and spread rapidly throughout Eu-
rope.1 (Because of tight government regulation of infor-
mation, domestic political news became a feature in
newspapers only in the middle of the 19th century.)

The press also became an impetus for commerce.
Newspapers gave accounts of commercial voyages and
the risks and opportunities of new trading routes. Ad-
vertising stimulated the demand for products. Frequent
features of financial reports, insolvency proceedings, and
trials of merchants and manufacturers helped merchants
choose their business partners. All this information ex-
panded trade links beyond tightly knit trading associa-
tions and communities, stimulating competition among
traders and manufacturers from different nations. 

Today, with higher literacy rates, lower printing costs,
and new broadcast technologies (and the Internet), the
media are even more important in informing traders,
consumers, and investors. The vernacular media, partic-
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ularly radio, carry information and encourage com-
merce in geographically isolated markets. In Indonesia,
for example, local-language radio broadcasts of agricul-
tural prices helped develop vegetable markets for poorly
educated farmers.2 At the other end of the spectrum,
the growing global and foreign media report on inter-
national economic issues, moving currency markets and
international trade. The media also provide informa-
tion on political markets, exposing corrupt and unethi-
cal politicians (box 10.1) and giving people a platform
to voice diverse opinions on governance and reform
(chapters 5 and 6). 

Because of their reach, the media can inform poor
and marginalized people, giving them voice as well.
Radio broadcasts reaching poor areas where illiteracy is
high are particularly effective in this. And because of
the media’s ability to provide information otherwise un-
available, they can supplement traditional school edu-
cation (box 10.2). In Nicaragua, for example, an inno-
vative radio program to teach mathematics to primary
school students improved test scores, especially for chil-
dren in rural areas with less access to quality schools.3

Publicizing information through the media has also
made public services more responsive to the poor. In
Brazil, for example, school lunches in one state cost
eight times as much as those in another state. With
media publicity, prices were equalized at the cheaper
rate in two weeks.

The media can also improve public health efforts,
as demonstrated by successful AIDS education cam-
paigns in Thailand and Uganda. Empirical studies
show that women’s access to the media is associated
with better health and fertility outcomes, even after ac-
counting for different income and education.4 The
media are also involved with civic education as well—
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a study in Botswana showed that media programs
about the government, its procedures, and civil rights
substantially increased people’s knowledge about ways
for them to participate in government processes.5

And the media can affect politics and culture, sup-
porting institutional change and market development.
Open information flows can promote institutional re-
form by affecting people’s incentives and by sharing ideas
and knowledge. New information can change people
and culture—and create demand for new institutions.
Information on how other institutions work can stimu-
late public debate and facilitate collective action. And
greater access to all media, including the foreign and the
vernacular, can provide a voice for social groups to press
for changes in institutions and norms of behavior.

To achieve these outcomes—improving governance
and supporting markets—the media need to be inde-
pendent, accountable, and able to provide relevant in-
formation and reflect diverse social views. Too often,
however, the media do not have these qualities. Con-
centrated ownership, restricted competition, financial
dependence, and onerous regulations on press freedom
distort the provision of information and can reduce in-
dependence. Poor access to information and the low ca-
pacity of journalists also reduce the quality of informa-
tion. Finally, lack of competition, as well as poverty and
low levels of literacy, human capital, and technology,
can limit the reach of the media.

But the media also need checks and balances. And
competition in the industry, as well as some kinds of
regulation, keep the media in check.

The main factors that make the media effective in
producing better social, economic, and political out-
comes—independence (including accountability), qual-
ity, and reach—are discussed here. First, effective media
are independent. Higher levels of perceived media free-
dom or independence are associated with lower levels of
perceived corruption, regardless of differences in a coun-
try’s level of income, and with better responses from
public actors.6 Second, effective media provide high-
quality reporting, defined as the capacity to provide in-
formation demanded by diverse market agents in soci-
ety. Competition among media firms, open access to
public and private information, and journalistic capac-
ity are key elements affecting quality. And third, effec-
tive media have a broad reach in society. Literacy, access
to communications technologies, and the removal of
entry barriers all expand the media’s reach.

Complementary institutions can strengthen the role
of the media. For example, while information provision
can affect behavior through reputational penalties, it
may not be sufficient to change outcomes. An effective
judiciary and independent regulatory agencies can
strengthen the media’s effect on outcomes.
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Even in a country with regulatory and informal controls on
the press, the media can expose corruption and increase
pressure for better governance. In September 2000 a local
television station broadcast a video that showed the
national security chief bribing an opposition member of
Congress in return for voting for the incumbent govern-
ment. The story spread rapidly in other publications, com-
pounded by reports that the security chief was smuggling
arms to Colombian guerrillas. The revelations led to his
dismissal and in November 2000 to the resignation of the
president. Following these events, the newly elected pres-
ident announced his intentions to fight corruption.

This shows how the media can change the incentives
for corruption for public officials. By providing information
to the public, the media increase transparency of govern-
ment action. The risk of exposure of corruption is there-
fore higher with effective media. The media also help build
the public consensus required to fight corruption—creat-
ing the public disapproval that presses corrupt agents to
resign—raising the penalties for corruption.

Box 10.1

The media’s role in reducing corruption in Peru

The commercial Panamanian daily La Prensa designed a
six-week educational supplement to its Sunday edition in
May–July 2000, targeted to children in first and second
grades. Since textbooks were seldom updated in Panama,
La Prensa editors felt that students lacked basic informa-
tion on their country. Providing a course in the history, ge-
ography, and politics of Panama, the supplements could
be fitted together in a special album provided by the news-
paper to interested readers by mail. The contents included
new information previously unavailable to students, such
as an updated political map of Panama. Many schools
added the supplements to their curriculum, and the news-
paper donated copies to 140 primary schools. 

The cost of the album and the six supplements was $3
(free to subscribers). Circulation increased from 35,000
copies to 42,500 in the weeks that the supplements came
out, and added advertising more than offset the extra print
costs.

Source: La Prensa: www.prensa.com

Box 10.2

Improving education through the media 

in Panama



Independence

Ownership is a principal determinant 
of independence
What determines independence? Ownership is a cen-
tral factor because it is the owners who control infor-
mation flows and thus influence economic, political,
and social outcomes. That is why control of media en-
terprises is likely to be concentrated in the hands of a
few individuals or politicians.7

Some analysts have argued for state ownership of the
media, asserting that information is a public good.
Once supplied to some customers, it is costly to keep
it away from others who have not paid for it. So the
commercial media tend to provide less information
than is desirable because they cannot extract a private
return. In addition, the provision and dissemination of
information are subject to strong increasing returns.
The fixed costs of gathering information and establish-
ing distribution facilities are significant, but once these
costs are incurred, the marginal costs of making infor-
mation available are relatively low. For these reasons,
many countries have made a case for organizing the
media industry as a government-owned monopoly.

Another argument for public ownership is consumer
protection. In the extreme form, private ownership is
seen to corrupt the media industry by serving a narrow

interest group in society. More moderate is the view
that state ownership of some parts of the media is jus-
tified because the public needs to be exposed to educa-
tional and cultural information, or public values, that
privately owned firms might not provide. For example,
one of the objectives of publicly owned television in
many European countries is to ensure broadcasts of lo-
cally produced content in local languages. 

Critics of these views counter that government con-
trol of the media could distort and manipulate informa-
tion in the incumbent government’s favor, undermin-
ing markets and precluding voters and consumers from
making informed decisions. They believe this to be less
likely with private media enterprises, which might also
be more responsive to consumer demand for better-
quality information.

Ownership structures around the world. A project for
this Report gathered new evidence on the ownership
structures of the largest five newspapers and five televi-
sion stations in each of 97 countries (box 10.3).8 It
found state ownership to be pervasive (figure 10.1). On
average, the state controls about 30 percent of the top
five newspapers and 60 percent of the top five televi-
sion stations in these countries. The state also owns a
huge share—72 percent—of the largest radio stations.
Moreover, private ownership is mostly in family hands

  

As with many institutional indicators, the data on media inde-
pendence are based on analysts’ assessments. Several in-
dexes have been constructed, the most comprehensive by
Freedom House in its annual survey of press freedom, which
appraises media laws, repression of journalists, and economic
and political influences on the media. 

The data provide valuable indicators of media freedom, but
they also have drawbacks. They are fundamentally subjective,
with construction difficult to verify and with scores open to de-
bate on why, for instance, a country gets a “3” rather than a
“2” on some criterion. As with data on governance, they indi-
cate the extremes of media freedom, but they do not permit
more precise conclusions about smaller differences between
countries. And with their measurement criteria based on gen-
eral factors, they offer little information on the specific policies
that determine media freedom. 

Because there was so little information on media owner-
ship—an important determinant of media independence—
a special study for this Report examined who controls the
media in 97 countries. Ownership structures were recorded
for the top five television and the top five daily newspaper en-

terprises, measured by share of viewing and share of circu-
lation, respectively, as well as for the top radio station, mea-
sured by peak audience. Only enterprises that provided local
news content were included. The ultimate controllers of these
firms were identified by tracing the shareholders with the
largest controlling interest, held through direct ownership
stakes or through holding companies and intermediaries. Each
media outlet was classified according to whether the control-
ling owner was the state, an individual or family, employees,
a political party, or a widely held corporation (where no single
owner controls more than a 20 percent interest). The study
also constructed a quantitative index of journalist harassment
for each of the 97 countries based on reports by the Commit-
tee to Protect Journalists and by Reporters sans Frontières.
Although the media ownership data do not measure all the
factors that affect media independence, particularly media
regulations and financing, they do measure one of the most
important factors affecting the media.

Source: Djankov, McLiesh, and others 2001, World Develop-
ment Report 2002 background paper.

Box 10.3 

Measuring media independence through data on media ownership



rather than in widely dispersed shareholdings. Some
privately held media are also closely related to the state,
through business, family, and personal associations. So,
the influence of state control is even greater. State own-
ership also varies significantly by region. On average
governments in African and Middle Eastern countries
are more likely to own media outlets, but media outlets
in North and South America are owned almost exclu-
sively by families. Although most countries in the sam-
ple permit foreign ownership of the media, only 10 per-
cent of the top five newspapers and 14 percent of the
top five television stations are controlled by foreigners. 

Why is state ownership much more prevalent in
television than in the press? Perhaps because television
has higher fixed costs and greater economies of scale.
And perhaps because governments believe that com-
mercial media organizations are unwilling to invest in
markets with small audiences—such as services for mi-
norities, remote and rural markets, or educational pro-
grams. But the evidence does not support this. The per-
centage of state-owned firms is still high even when
ownership is weighted by market share of the audience.
If the state-owned media serve mainly minority mar-
kets, their market share should be low. Besides, govern-
ments could require privately owned broadcasters to
serve rural markets and provide cultural or educational
content by regulation rather than by ownership. 

A second argument is that state ownership of televi-
sion is higher because of limited availability of broad-
casting frequencies—that it may be more efficient for
the state to control television stations directly than to
regulate the allocation of frequencies and monitor com-

pliance. This argument has been disputed on the
grounds that a simple system of property rights is
enough to overcome problems of signal intervention.9

New cable and satellite broadband spectrum technolo-
gies make the argument even less relevant.

Monopolies mean worse outcomes. The evidence indi-
cates that monopoly control over information or high
levels of state ownership reduce the effectiveness of the
media in providing checks and balances on public sec-
tor behavior. Analysis of the 97 countries in the same
study established that media in countries with high lev-
els of state ownership are much less free, measured by
the media freedom indexes; they also transmit much
less information to people in economic and political
markets. In addition, state ownership of the media is
found to be negatively correlated with economic, po-
litical, and social outcomes. Generally speaking, this
translates into more corruption, inferior economic gov-
ernance, less-developed financial markets, fewer politi-
cal rights for citizens, and poorer social outcomes in ed-
ucation and health (figure 10.2). 

For all regions of the world, these associations be-
tween ownership and outcomes hold even after ac-
counting for different levels of income, general state
ownership in the economy, and a measure of political
freedoms. This is important because poorer countries—
and those with high state ownership in the economy
and more autocratic governments—were more likely to
have high state ownership of the media. 

Privatization can help reduce monopolies. The neg-
ative consequences of state control of information
through ownership highlighted by the experience in
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Figure 10.1

Who owns the media?

Note: Average ownership of top five daily newspaper and top five television enterprises in 97 countries.
Source: Djankov, McLiesh, and others 2001, World Development Report 2002 background paper. 



several countries underscores the importance of media
ownership in pressing for better governance. In Mex-
ico, for example, the privatization of broadcasting in
1989 substantially increased the coverage of govern-
ment corruption scandals and other stories previously
unreported by the state station. This greater coverage
contributed to a 20 percent increase in the private
station’s market share, forcing the government-owned
station to cover these issues as well.10 Similarly, a new,
privately owned television station in Ghana in 1997 re-
ported more information on government activities and
evaluated government performance more openly.11

The privatization of state-owned media in transition
countries, for example—supported by broader market

liberalization and knowledge transfers from foreign own-
ers with experience in journalism—has generated dra-
matic increases in the coverage of economic and finan-
cial news as well.12 But private ownership can also
restrict media freedom. For example, private owners as-
sociated with the state or political parties—or protecting
their business interests—can control information flows.
In Ukraine, for example, privately owned television sta-
tions with links to the state provided more favorable cov-
erage of the incumbent party during elections than did
more independent privately owned television stations
(box 10.4). In some Latin American countries, privati-
zation led to increased market concentration and re-
duced competition among the private media (discussed
in the following section). In short, monopolies or con-
centrated ownership of the media industry that provide
control over information to any individuals or organiza-
tions, public or private, will reduce the effectiveness of
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Figure 10.2

State media ownership and low competition are

associated with poor outcomes

Election monitors recorded significant biases in media cov-
erage along the lines of ownership structures in the 1999
Ukrainian presidential elections. Although all major televi-
sion stations devoted more time to the incumbent than to
the six opposition candidates, the state-owned television
station was the most unbalanced in coverage and biased
in content—this despite legal requirements for the state-
owned media to provide balanced and neutral coverage.
The percentage of coverage devoted to the incumbent and
the percentage of positive coverage of the incumbent
were directly and positively related to the degree of state
involvement in the station ownership (box table). 

Note: The shareholdings of Inter are approximately equally
distributed—33, 33, and 34 percent—among three individ-
uals, with the deputy speaker holding one of the 33 per-
cent stakes.
Source: European Institute for the Media 2000. 

Box 10.4

Media ownership influences content: Ukraine

Percentage

Coverage Positive

of coverage of

Channel Ultimate owner incumbent incumbent

UTI State 51 75

Inter Family (deputy
speaker of parliament) 48.5 73

1+1 Family (+ state non-
voting 49% share) 34 50

STB Family 23 40



the media in improving economic, political, and social
outcomes.

Independent state media organizations. To reduce
state control of media ownership, countries have estab-
lished independent state media organizations—new in-
stitutional structures that provide checks and balances.
The aim is to provide public interest programs that 
the private sector would not offer, without the draw-
backs of political interference. For example, the British
Broadcasting Corporation (BBC) is state owned, and
its board of governors, appointed by government offi-
cials, is accountable to the government. But its charter
establishes it as an independent corporation. Explicitly
guaranteed in the charter and accompanying agreement
is freedom from government interference in the con-
tent and timing of its broadcasts and in the manage-
ment of its internal affairs. And funding is provided al-
most entirely by government-regulated license fees, not
directly from the government budget. 

Other countries have experimented with more ex-
tended arrangements to ensure autonomy from the
state. Austrian state television, besides having the same
safeguards for independence as the BBC, has various
stakeholder groups represented on its board of direc-
tors, with only one-third of the appointees from the
federal government.13

Some developing countries, such as Ethiopia in the
mid-1990s, have implemented similar models to grant
autonomy to state-owned television. And Benin estab-
lished an oversight committee of state and nonstate ap-
pointees to protect the government-owned newspaper
from interference. 

Then, in stark contrast, there is Myanmar. The
largest television station is controlled directly by the
Ministry of Information and Culture, and the second-
largest by the military—with full powers to manage
content and appoint and remove staff. Similarly, in
Turkmenistan the state maintains direct control over
the press, with the president officially the head of the
major newspapers. 

A problem with autonomous state media organiza-
tions is that their independence can be eroded.14 In
1981 the Zimbabwe government established the inde-
pendent Mass Media Trust to manage Zimpapers, the
only national newspaper chain. The trust emerged as
an innovative solution, combining public ownership
with politically independent management. Yet in June
1985 and again in September 2000 the government
dismissed the entire board in retaliation for unfavorable

media coverage, and it now regularly intervenes in con-
tent decisions. 

Developing countries are not the only ones to have
government interference in ostensibly independent
state media. But in developing countries, with their less-
developed systems of checks and balances, maintaining
independence can be more difficult. Experience shows
that without the political commitment and supporting
institutions to maintain autonomy, ensuring indepen-
dent content is unlikely.

Media regulations
Throughout the world, government regulations—rang-
ing from constitutional freedom of expression provi-
sions to tax and business laws—affect media enter-
prises. Many of them aim to balance freedom of speech
and protection of the public interest. Three such regu-
lations are reviewed here: licensing, content laws, and
defamation and insult laws. 

Licensing. Licensing media enterprises can be a way
to control content. For television some form of licens-
ing broadcasters is needed to define property rights for
the limited broadcasting frequencies. Yet many gov-
ernments extend licensing systems beyond what is
required for technical reasons, including imposing re-
strictions on the content of broadcasts. Some restric-
tions are explicit, as with licenses that prohibit the
broadcast of local news, as in Zimbabwe. Others are
implicit, as when licenses might not be renewed unless
broadcasting content is perceived as favorable to the
government. 

Nor is there a technical reason for licensing news-
papers, unlike the case for licensing television and 
radio broadcasting, so its primary purpose is to allow
governments to influence information flows. In some
countries newspapers have to renew their licenses an-
nually. And editors of newspapers that publish views
critical of government have been pressed to resign be-
fore licenses are renewed. To avoid suspension under
such conditions, the media censors itself.

Removing newspaper licensing restrictions can thus
do much to enhance competition and improve infor-
mation coverage. In Korea the government replaced the
newspaper licensing requirements with a more liberal
set in 1987, simply requiring publishers to inform it of
their plans to publish newspapers. As a result, the num-
ber of daily newspapers grew from 6 to 17 in Seoul
alone, and dozens more were launched in other parts
of the country. Newspapers also became more diverse,
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with opposition, progovernment, business, sports, and
church papers competing with one another.15

Licensing of journalists can also influence media
content. Proponents argue that it serves the public in-
terest by encouraging responsibility and standards in
reporting. Opponents counter that licenses allow regu-
lators to prevent the employment of journalists who
might cover the government unfavorably. International
courts have supported the latter argument. In 1985, in
a landmark case concerning an uncertified journalist 
in Costa Rica, the Inter-American Court of Human
Rights found that licensing journalists contravened the
American Convention on Human Rights. Yet more
than a third of Latin American countries regulate jour-
nalists through licensing or accreditation procedures.16

Content laws. Censorship is another direct way for
governments to distort the provision of information,
often through legal requirements for prepublication or
prebroadcast reviews by government agencies. Often the
restrictions are defended on the grounds of protecting
cultural interests. And it is possible to have content reg-
ulations that reflect cultural preferences while still al-
lowing diverse opinions. In the Netherlands a 1998 act
requires that public service programming be at least 
25 percent news, at least 20 percent culture, and at least
5 percent education. Italy requires that 50 percent of
broadcasting be of European origin.17 But these days the
control of information published on the Internet is pos-
ing basic challenges for regulators of content (box 10.5). 

Defamation and insult laws. Restrictive defamation
laws can repress investigative journalism.18 They are
necessary to protect the reputations of individuals and
ensure the accuracy of reported news. But they also jus-
tify harassing journalists in many countries, leading to
self-censorship.19

There are three key issues in striking a balance be-
tween protecting people from defamation and encour-
aging investigative journalism. The first is whether libel
is considered a criminal rather than a civil offense.
When libel is a criminal offense, journalists lean toward
self-censorship. 

A second issue is whether truth is a defense in a
defamation suit. In Germany and the United States
truth is a defense, and the plaintiff bears the burden of
proof that allegations were untrue, giving journalists
considerable freedom in reporting. In Turkey, by con-
trast, truth is not a defense for libel, unless the accused
is a government official and the alleged libel relates to
the performance of duties. If the defendant does not

prove truth in such cases, the sentence is increased by
half. That creates strong incentives for journalists to
limit their investigations.20

A third issue is whether the law provides protection
for libelous statements about matters of public interest.
If it does, journalists can better investigate arbitrary gov-
ernment behavior and predatory business practices. India
and Korea are examples of countries where defamation
can be defended on the basis of truth if the statements
are in the public interest. Requirements to show that
defamatory statements are knowingly or recklessly false,
and made with malicious intent, also favor the freedom
of journalists. 

Particularly restrictive are insult laws, protecting se-
lect groups such as royalty, politicians, and government
officials from criticism. Usually, insult laws make it a
criminal offense to injure the “honor and dignity” or
reputation of these selected individuals and institutions,
regardless of truth. A study of 87 countries found such
laws to be surprisingly prevalent, particularly in devel-
oping nations.21 In most industrial countries insult laws
are rarely, if ever, invoked. Yet in many developing coun-
tries, they are the primary means of harassing journal-
ists. In the Arab Republic of Egypt 99 journalists and
writers were prosecuted under insult laws in the 12
months following their introduction in May 1995. Such
laws, at their best, are an anachronism—and at their
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The Internet has generated an unprecedented increase in
the availability of news and information and thus presents
a significant challenge to governments that want to control
information. In the Federal Republic of Yugoslavia, for ex-
ample, the radio station B92 began broadcasting over the
Internet when the government tried to close it down,
reaching a greater audience than before. In Malaysia Inter-
net sites provide information on domestic and foreign news
stories not reported by the mainstream press.

A study of 107 countries by the Committee to Protect
Journalists indicated that 17 countries place significant
controls on the Internet. Two types of restrictions are im-
posed. Some countries—such as the Democratic People’s
Republic of Korea, Iraq, Myanmar, and Syria—restrict ac-
cess to the Internet under criminal law. A milder solution
is to establish government Internet service monopolies,
restricting citizens from viewing some Internet sites and
monitoring information from abroad. 

Source: Committee to Protect Journalists 2000; Robert-
son 2000.

Box 10.5

Controlling news on the Internet



worst, a severe restriction on media independence. That
is why some governments, such as those of Argentina
and Ghana, have taken steps to abolish them. 

Financing and other economic pressures 
Economic pressures can also interfere with the indepen-
dent provision of information. When government owns
the printing presses or restricts the import and distri-
bution of newsprint, it can influence content. Preferen-
tial subsidies and advertising are another way to influ-
ence media content. In Cameroon the government
refused to advertise in the privately owned press after
some critical coverage. And in Uganda in July 1993 the
government banned its departments from advertising
in the one privately owned daily newspaper; since state
advertising accounted for 70 percent of its advertising
revenues, this had a significant negative impact. 

Such heavy state support provides incentives for favor-
able coverage of the incumbent government and reduces
the watchdog role of the media. To prevent biased report-
ing, the Mexican government recently stopped subsidiz-
ing the press. Some European governments, such as Ger-
many’s, prohibit by law direct subsidies of media
organizations to prevent the state from jeopardizing in-
dependence.22 But several countries in Western Europe
provide direct subsidies to media outlets. France subsi-
dizes radio stations if their profit from advertising and
sponsorship is less than 20 percent of revenue. Since the
criteria for allocating these subsidies is not directly linked
to media content, it is argued that such state support does
not compromise media independence.23

Advertising revenues from concentrated private
sources can also influence content. In a recent survey of
journalists, editors, and news executives in the United
States, more than one-third responded that news is not
reported if it might hurt advertising revenues and thus
harm the financial position of media firms. Advertising
from diverse sources is likely to reduce bias in content.
In Russia the Press Development Institute, with support
from the World Bank, trains newspaper managers to
build independent sources of finance through advertis-
ing and paid subscriptions—and thus to reduce reliance
on state support and improve editorial independence. 

Quality

The media do more to support integrated and inclusive
markets when they have the capacity to provide high-
quality information demanded by diverse market agents,
reflecting a diversity of opinion. Three factors that affect

the quality of the media are discussed here: competition
among outlets, access to public and private information
sources, and human capacities. 

Competition
Competition among media outlets promotes the sup-
ply of alternative views to voters and consumers—and
helps prevent one firm from distorting too heavily the
information it supplies. It is argued that competition
from state media stimulates private media to provide
more educational and culturally diverse content.24

Competition between media outlets is closely related
to ownership issues. One potential downside of public-
private competition is that governments can give ad-
vantages to the media firms that they own. 

In practical terms, the issue of monopoly pertains
solely to state ownership, since no country has private
newspaper or television monopolies. The global inci-
dence of state monopolies of newspapers and television
is surprisingly high. In this Report’s survey of 97 coun-
tries, 21 countries (all of them developing) have gov-
ernment monopolies of daily newspapers, and 43 coun-
tries (40 of them developing) have state monopolies of
television stations with local news.25

Evidence supports the argument that competition in
the media is crucial (see figure 10.2). In countries with
media monopolies, political, economic, and social out-
comes are worse than in those where the media are com-
petitive, in part because the former are less effective in
improving institutional quality (governance). The data
also show that dominance of state media, even if some
private media exist, can affect the relationship between
information flows and outcomes. For example, 75 per-
cent state ownership of the media still leads to outcomes
comparable to those when there is 100 percent state
ownership. For newspapers, state ownership, on average,
is detrimental whether there is a state monopoly or not.
But the only countries with significant state ownership
in newspapers are those in which there may be other rea-
sons for weak institutional quality as well. For television,
monopolies appear to account for most of the associa-
tions between state ownership and poor outcomes. 

Competition among privately owned media firms is
also critical for effective media. When there is little
competition, information flows reflect only the views
of a private elite or the government and private firms
can collude in distorting information flows. Rivalry
among firms in the media industry ensures a broader
range of social and political views and greater incentives
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for demand-driven reporting. With such information,
voters, consumers, and investors are less likely to be ex-
posed to abuse in economic and political markets, and
minority views—including those of the poor—are more
likely to be represented. 

These arguments have gained prominence because of
increasing media market concentration over the last
decade, especially in Europe, spurred by new technolo-
gies and national deregulation.26 Across countries the
concentration of media firms is high. In the same sur-
vey of 97 countries conducted for this report, the top
five daily newspapers account for two-thirds of circula-
tion, and the top five television firms for nine-tenths of
total viewing, on average. 

Many countries try to encourage competition in the
media by regulating market concentration. In most of
Europe the state limits the share of audience and circu-
lation that media outlets (and their owners) can con-
trol. In Germany broadcasters are limited to 30 percent
of the national audience, and in the United Kingdom,
to 15 percent. How these laws work in practice depends
greatly on the details of the law. In Italy media firms are
limited to 25 percent of the national communications
market, but because of the difficulty in defining this
cutoff, the law has never been applied.27

Access to public information 
Access to public information is essential for the media
to investigate issues effectively and transmit news to the
public. And because better information flows can im-
prove resource allocation, they may be able to mitigate
global financial volatility and crises; as a result, more
attention now goes to building institutions that guar-
antee access to information. To understand and antici-
pate market movements, investors require timely and
accurate information on company financial indicators
and macroeconomic data. Similarly, information on
asset ownership, government contracts, and public
agency expenditures helps the public monitor govern-
ment officials. Information on price and product stan-
dards helps consumers select products. Records of
health inspections, school performance, and environ-
mental data help citizens make informed social choices.
Data on politicians’ voting records enable more in-
formed choice of candidates. The media can transmit
most of this information—if they have access to it.

A recent study in Southeast Asia revealed that few
countries are close to providing open access to data of
interest to the media and citizens.28 It looked at the

availability of 40 public records, including economic,
education, and health indicators, as well as information
on government and court proceedings, financial disclo-
sures of firms and officials, and government budgets and
contracts. The Philippines ranked highest. At the other
end of the spectrum was Myanmar, where even such
basic macroeconomic data as GNP and inflation are not
always available. Ill-defined procedures for access to in-
formation and inadequate information infrastructure
were identified as common problems across countries.

Legal frameworks to support access to information
vary tremendously. The United Kingdom has a tradi-
tion of protecting information, captured in law by the
Official Secrets Act, which provides broad powers for
government to classify and restrict access. Until 1989
even the type of biscuits served to the prime minister
was an official secret. Many countries that adopted
aspects of the British legal system have official secrets
acts. Some, such as Fiji, have taken steps to introduce a
more liberal approach to information access. Others,
such as Kenya, Malaysia, and Singapore, retain their of-
ficial secrets laws.

Other countries use laws to guarantee, rather than
limit, access to information. In many cases governments
incorporate freedom of information provisions into
constitutions, into other government directives, or into
media laws. Another solution growing in popularity is
the freedom of information (FOI) law, imposing disclo-
sure obligations on government departments, courts,
regulatory agencies, the military, and private organiza-
tions that carry out statutory functions. FOI laws also
enable access to certain information on request, such as
personal information held by the government. Since
FOI laws tend to be more detailed and operational then
constitutional provisions, they can provide strong guar-
antees for the media of access to information. In Nepal,
for example, even with the right to information en-
shrined in the constitution, access remains difficult be-
cause is no FOI law or other mechanism to support it. 

Beginning with Sweden in 1766, 44 industrial and
developing countries have adopted FOI laws. Two-
thirds were passed in the last 10 years, including those
in many transition countries, where information access
had been severely restricted.29 Many more countries,
such as Fiji, India, and Nepal, are considering FOI acts
to improve information flows. 

Experience shows that FOI laws can have limita-
tions, for the freedom of information must be balanced
with privacy and the legitimate need to retain informa-
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tion for national security. But some FOI legislation is
constrained severely by broadly defined exemptions and
loopholes that extend beyond these public interest con-
cerns. For example, the FOI law proposed in the United
Kingdom in 1999 enabled the government to withhold
information if disclosure would lead to prosecution of
the authority concerned. Clearly this would check the
ability of journalists to investigate corruption charges.
The code on access to information in Hong Kong,
China, is considered ineffective because it permits de-
partments to withhold information in 16 categories. 

Another limitation of FOI laws is that their success
in guaranteeing access to information depends on the
capacity of the government to collect, process, store,
and manage information. The ongoing costs can be sig-
nificant—estimated at $286 million annually in the
United States. And without an adequate information
infrastructure, the cost, time, and complexity of obtain-
ing information may be prohibitive. This lack of capac-
ity has proved to be a barrier to FOI laws, especially in
developing countries. An added element of capacity is
the ability to produce timely statistics. Information on
such statistics as public finances and the balance of pay-
ments needs to be reliable and timely if it is to improve
the functioning of markets. 

As Thailand shows, the laws may also take time to
implement because of lack of understanding (box
10.6). But building capacity in communications man-
agement can help to overcome the obstacles. In Roma-
nia efforts to increase government capacity to manage
and communicate information significantly improved
the media’s ability to report on economic reforms and
secure public support for them.30

Even with FOI acts, journalists may lack the train-
ing to cover such issues as privatization, economic re-
forms, and environmental issues. Several countries are
addressing this by training reporters in business jour-
nalism and investigative journalism. A World Bank
evaluation in Uganda and Tanzania found that such
training raised the quality of newspaper reporting on
corruption issues.31

Broadening the media’s reach

Access to the media, and being able to provide a diver-
sity of views through the media, holds enormous po-
tential for supporting integrated and inclusive markets.
But the reach of newspapers, television, and radio varies
tremendously, with wealth a clear determinant of media
penetration. On average, residents of industrial coun-

tries are more than 25 times more likely to receive a
daily newspaper than residents in African countries, as
measured by newspaper circulation (figure 10.3). But
in many African countries, according to the World As-
sociation of Newspapers, the average newspaper copy
is read by as many as a dozen people. Literacy also plays
a role, but even after accounting for it, large disparities
in newspaper circulation remain. Both GNP per capita
and literacy are lower in Ecuador than in the former
Yugoslav Republic of Macedonia, but newspaper circu-
lation is more than three times greater in Ecuador.

Television viewers do not have to be literate, but
they do need costly equipment, technology, and elec-
tricity. Radio broadcasting is cheaper, does not require
electricity mains, and can be transmitted to remote
areas to people who do not know how to read. Not sur-
prisingly, radio receiver penetration is higher than other
media penetration in all regions, and radio is the pri-
mary medium for reaching citizens in many develop-
ing countries. The difference between the reach of radio
and the reach of other media is far greater in develop-
ing than in industrial countries. 
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Triggered in part by the Asian financial crisis, in 1997 the
Thai government passed the Official Information Act. With
a few exceptions regarding the monarchy and national se-
curity, the act guarantees people’s rights to gain access
to all information held by the government. Government
agencies are required to publish official information in the
Government Gazette, make other standard documents
such as agency plans and manuals available to the public,
and provide other information upon individual request.
These initiatives depart radically from previous policies and
attitudes toward transparency. But there have been some
difficulties in implementation—including political interfer-
ence and a lack of understanding among officials and jour-
nalists about how to use the act.

Despite the problems, the act has received wide-
spread praise as a significant step toward improving infor-
mation flows. Requests for access to government infor-
mation are growing. The act has even helped spark further
efforts to improve transparency. In October 2000 the Bank
of Thailand established an office to provide the public with
access to financial and economic information. The govern-
ment is now focusing on implementing the act more ef-
fectively through public awareness campaigns and train-
ing journalists and officials in applying it. 

Source: Chongkittavorn 2001.

Box 10.6 

Improving access to information in Thailand



Even in countries with low penetration rates, the
media can affect behavior and improve outcomes. In
Kenya, despite the low newspaper penetration rate of 
9 per 1,000 people, the local press instigated a corrup-
tion investigation that led to the health minister’s res-
ignation (chapter 1). 

Higher media penetration promotes greater respon-
siveness of public and private agents. This is best
demonstrated by comparisons of media access within
countries, since such comparisons adjust to a large ex-
tent for different political and economic systems in dif-
ferent countries. A study in India compared state gov-
ernment allocations of relief spending and public food
distribution during natural disasters, such as floods and
droughts. Adjusting for the size of shocks, distribution
of relief was greater in states with higher newspaper cir-
culation. The greater local presence of media allowed
citizens to develop a collective voice, and the effect was
greater for newspapers in local languages than for those
in English or Hindi.32

Access to foreign media can also create demand for in-
stitutional change. Foreign or global media enable access
to information on issues not reported by local media—
as evidenced by countless examples of citizens first receiv-

ing news of domestic political crises through the foreign
media. They also provide a yardstick for local media—
and for the performance of governments. 

Three main strategies have proved successful in in-
creasing access to the media. The first is to remove bar-
riers to entry for new media enterprises. This includes
eliminating restrictive licensing and registration re-
quirements, or introducing competition when there are
monopolies—factors closely related to media indepen-
dence (see above).

Second, private participants and donors have been in-
novative in their efforts to expand the reach of the media,
especially in poor and remote areas. In Nigeria and the
Democratic Republic of Congo, newspaper vendors
charge one price for buying a newspaper, but customers
can pay a fraction of this price to read the newspaper at
the stand. And international donors have supported tele-
centers, which provide public access to a range of media
and communications facilities in remote areas. 

Community and nonprofit efforts have been instru-
mental in increasing media penetration in poorer coun-
tries, as demonstrated by the distribution of newspa-
pers in Nepal (box 10.7). Nonprofit foundations have
significantly increased access to community radio in de-
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veloping countries, through wind-up radios and satel-
lite technology. These services have proved especially
important in delivering leading-edge information on
health, education, environment, and microenterprises.
They have also provided a channel for residents of re-
mote communities to voice their concerns and share in-
formation with other communities. 

Third, a broader development policy framework can
enhance access to the media. Increasing literacy rates
expands the demand for newspapers. Establishing or
strengthening journalist schools expands the supply of
the media. Developing the technological infrastructure
for the media—installing telephone and cable systems
for the Internet to distribution of radio receivers—also
increases access. In Korea, for example, government dis-
tribution of radio sets as a part of a literacy program sig-
nificantly increased access to the media and stimulated
rapid growth in community radio stations in the 1960s.
And competition among media organizations can in-
crease access by broadening supply.

Institutions to complement the media

The media can be more effective if complementary in-
stitutions reinforce their independence and quality—
and act on the information provided. But the indepen-
dence to freely publish information must also be

balanced with systems to ensure responsibility and ac-
countability of the media. Some types of government
regulation are needed (see above). Self-regulation is an-
other supporting institution for the effective function-
ing of the media. 

Self-regulatory bodies are well established in some
industrial countries, but they are only beginning to
emerge in developing countries. Guyana, Tanzania, and
Trinidad and Tobago are all building self-regulatory
press councils, which establish codes for honesty, fair-
ness, respect for privacy, and general standards of taste.
The councils use these codes to guide their decisions
on complaints. 

In many cases the press councils replace traditional
court processes. In Australia the complainants are re-
quired to sign a declaration that they will not take their
complaint to court if they are dissatisfied with the coun-
cil’s decision. What determines the success of councils?
Ethical guidelines have to balance press freedom and re-
sponsibility. The application of standards has to be con-
sistent. And media firms have to comply with their de-
cisions.33 Civil society organizations for media freedom
and responsibility can reinforce the work of councils.

Effective judicial systems and other mechanisms that
penalize undesirable behavior can complement the me-
dia’s role in improving governance (see chapter 6). In the
Philippines the media’s exposure of toxic waste dumped
by foreign military forces led to a congressional investi-
gation, then to an official government investigation, and
eventually to government enforcement of orders to dis-
continue the dumping. By contrast, media coverage of
corrupt activities in Ukraine did little to instigate fur-
ther investigations or remove the allegedly corrupt offi-
cials from power.34 So even with the best of investigative
journalism, the ability of the media to effect change is
diminished severely if court systems or enforcement
agencies are inadequate.

Media also have more impact when political parties,
democratic elections, and civil society organizations
hold governments accountable. Greater media penetra-
tion encourages greater government responsiveness.
The reach of newspapers, television, and radio is par-
ticularly important when citizens can make political
choices based on information they receive. Govern-
ments are more responsive when they are held account-
able to informed citizens. 

Conclusions

The media can play an important role in development
by affecting the incentives of market participants—
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Since the publication of the first Nepalese newspaper 
in 1901, access to the press has been constrained by
poverty, low literacy, and inadequate transport. Daily
newspaper circulation averages only 11 copies per 1,000
people, and residents of rural areas are particularly unlikely
to receive information from the media. In 1984 a group of
media professionals established the nonprofit Nepal Press
Institute to help expand the media industry. The institute
provides training and capacity-building services for journal-
ists and media organizations. 

One of its most successful projects is the wall news-
paper Gaon Ghar, started in 1987 as an experiment to in-
crease information flows in rural areas. The newspapers
are printed in large fonts and pasted on walls in public
places so that many people can read the paper simultane-
ously. The content is development oriented, with features
on public health, environment, water and sanitation, and
gender. Extremely popular, Gaon Ghar is now distributed
in villages in all 75 Nepali districts, inspiring similar projects
in Bangladesh, India, and Pakistan.

Source: Nepal Press Institute 2000.

Box 10.7 

Increasing access to the media: wall newspapers

in Nepal



businesses, individuals, or politicians—and by influ-
encing the demand for institutional change. Informa-
tion flows through the media can affect people’s ideas,
monitor people’s actions, and thereby create con-
stituencies for change and institutional reform. Across
both developing and industrial countries, newspapers,
broadcasts, and new media such as the Internet have
promoted competition in economic and political mar-
kets, and helped create incentives for public and private
agents to become more accountable. And the media can
empower people, including the poor, by giving them a
platform for voicing diverse opinions, participating in
governance, and engaging in markets.

To achieve these outcomes, the media need to be in-
dependent, to reach people, and to be of high quality—
that is, the media must have the capacity to reflect di-
verse views but also the ability to report on various
subjects and be accountable. Control of the media by
any single or concentrated interest group can hinder
their ability to improve governance, be a force for
change, and hold people to account. Very often, private

and public parties seek control of the media in order to
influence their content. In many countries, policymak-
ers have attempted to control media content through
sole or concentrated ownership. Privatization and relax-
ation of controls on the media (such as by allowing new
private entrants) can, in many cases, enable the media
to support markets better. Though there are no private
monopolies in the media industry, in some countries a
limited number of private interests have substantial
control over the industry. Regulations on concentration
would help in this regard. Encouraging competition in
the industry keeps the media in check and promotes di-
versity of views. Other, and complementary, avenues for
reform are eliminating restrictive media regulations and
financing arrangements, ensuring open access to infor-
mation, and building journalistic capacity. Widespread
access to media and complementary institutions—such
as an effective judiciary and regulatory agencies—
further strengthens the media’s role in supporting mar-
ket development and providing people with access to
market opportunities.
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in Thailand: Supoj Arewas, Peter Brimble, Pichart
Gesaruang, Ejaz Ghani, Somchai Jitsuchon, Suwanee
Khamman, Prasit Kovilaikol, Angkanee Luang-
penthong, Somnuk Phimolsathian, Priyanut Pibool-
sravut, Poldej Pinprathep, Nipon Poapongsakorn, Isra
Sarntisart, Orapin Sopchokchai, Suthirat Vanasri-
sawasd, and Porametee Vimolsiri.

We also worked with attorneys of Lex Mundi asso-
ciated firms.

Despite efforts to compile a comprehensive list, some
who contributed may have been inadvertently omitted.
The team apologizes for any oversights and reiterates its
gratitude to all who contributed to this Report.
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In this year’s edition, development data are presented
in a reduced set of tables. The World Development
Indicators 2001 (WDI) covers the full range of de-

velopment data produced by the World Bank. The four
main tables included here retain the layout of earlier
editions of the Selected World Development Indica-
tors, presenting comparative socioeconomic data for
more than 130 economies for the most recent year for
which data are available and, for some indicators, for
an earlier year. An additional table presents basic indi-
cators for 75 economies with sparse data or with popu-
lations of less than 1.5 million. 

The indicators presented here are a selection from
more than 800 included in World Development Indi-
cators 2001. Published annually, World Development
Indicators reflects a comprehensive view of the devel-
opment process. Its opening chapter reports on the
record of and the prospects for social and economic
progress in developing countries, measured against
seven international development goals. The other five
main sections recognize the contribution of a wide
range of factors: human capital development, en-
vironmental sustainability, macroeconomic perfor-
mance, private sector development, and the global
links that influence the external environment for de-
velopment. World Development Indicators is comple-
mented by a separately published CD-ROM database
that gives access to over 1,000 data tables and 800
time-series indicators for 224 economies and regions. 

Data sources and methodology

Socioeconomic and environmental data presented
here are drawn from several sources: primary data col-

Introduction to Selected
World Development

Indicators
lection by the World Bank, member country statisti-
cal publications, research institutes, and international
organizations such as the United Nations and its spe-
cialized agencies, the International Monetary Fund
(IMF), and the OECD. Although international stan-
dards of coverage, definition, and classification apply
to most statistics reported by countries and interna-
tional agencies, there are inevitably differences in
timeliness and reliability arising from differences in
the capabilities and resources devoted to basic data
collection and compilation. For some topics, compet-
ing sources of data require review by World Bank staff
to ensure that the most reliable data available are pre-
sented. In some instances, where available data are
deemed too weak to provide reliable measures of lev-
els and trends or do not adequately adhere to interna-
tional standards, the data are not shown.

The data presented are generally consistent with
those in World Development Indicators 2001. How-
ever, data have been revised and updated wherever
new information has become available. Differences
may also reflect revisions to historical series and
changes in methodology. Thus data of different vin-
tages may be published in different editions of
World Bank publications. Readers are advised not to
compile data series from different publications or
different editions of the same publication. Consis-
tent time-series data are available on World Develop-
ment Indicators 2001 CD-ROM.

All dollar figures are in current U.S. dollars un-
less otherwise stated. The various methods used to
convert from national currency figures are described
in the Technical notes.
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Because the World Bank’s primary business is
providing lending and policy advice to its low- and
middle-income members, the issues covered in these
tables focus mainly on these economies. Where
available, information on the high-income econo-
mies is also provided for comparison. Readers may
wish to refer to national statistical publications and
publications of the Organisation for Economic Co-
operation and Development (OECD) and the Eu-
ropean Union for more information on the high-
income economies.

Changes in the System of National Accounts

For the first time, this edition of the Selected World
Development Indicators uses terminology in line
with the 1993 System of National Accounts (SNA).
For example, in the 1993 SNA gross national income
replaces gross national product. See the technical notes
for tables 1 and 3. 

Most countries continue to compile their national
accounts according to the 1986 SNA, but more and
more are adopting the 1993 SNA. A few low-income
countries still use concepts from older SNA guide-
lines, including valuations such as factor cost, in de-
scribing major economic aggregates. 

Classification of economies and summary

measures

The summary measures at the bottom of each table
include economies classified by income per capita
and by region. GNI per capita is used to determine
the following income classifications: low-income,
$755 or less in 2000; middle-income, $756 to
$9,265; and high-income, $9,266 and above. A
further division at GNI per capita $2,995 is made
between lower-middle-income and upper-middle-
income economies. See the table on classification of
economies at the end of this volume for a list of
economies in each group (including those with pop-
ulations of less than 1.5 million).

Summary measures are either totals (indicated by
t if the aggregates include estimates for missing data
and nonreporting countries, or by an s for simple
sums of the data available), weighted averages (w),
or median values (m) calculated for groups of econo-
mies. Data for the countries excluded from the main

tables (those presented in Table 1a) have been in-
cluded in the summary measures, where data are
available, or by assuming that they follow the trend
of reporting countries. This gives a more consistent
aggregated measure by standardizing country cover-
age for each period shown. Where missing informa-
tion accounts for a third or more of the overall esti-
mate, however, the group measure is reported as not
available. The section on Statistical methods in the
Technical notes provides further information on
aggregation methods. Weights used to construct the
aggregates are listed in the technical notes for each
table.

From time to time an economy’s classification is
revised because of changes in the above cutoff values
or in the economy’s measured level of GNI per capita.
When such changes occur, aggregates based on those
classifications are recalculated for the past period so
that a consistent time series is maintained.

Terminology and country coverage

The term country does not imply political indepen-
dence but may refer to any territory for which au-
thorities report separate social or economic statistics.
Data are shown for economies as they were consti-
tuted in 1999, and historical data are revised to re-
flect current political arrangements. Throughout the
tables, exceptions are noted.

Technical notes

Because data quality and intercountry comparisons
are often problematic, readers are encouraged to
consult the Technical notes, the table on Classifica-
tion of Economies by Income and Region, and the
footnotes to the tables. For more extensive docu-
mentation see World Development Indicators 2001.

Readers may find  more information on the WDI
2001, and orders can be made online, by phone, or
fax as follows:

For more information and to order online:
http://www.worldbank.org/data/wdi2001/index.htm.
To order by phone or fax: 1-800-645-7247 or 
703-661-1580; Fax 703-661-1501.
To order by mail: The World Bank, P.O. Box 960,
Herndon, VA 20172-0960, U.S.A.
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Albania 3 0.4 124 . . . .c 12 3,550 5.9 72 . . 16 1.7
Algeria 30 1.9 13 48.3 1,590 153d 5,040d 1.1 71 39 33 98.7
Angola 13 3.2 10 3.1 240 16d 1,230d –0.8 47 208 . . 5.3
Argentina 37 1.3 14 275.5 7,440 448 12,090 –1.7 74 22 3 140.6
Armenia 4 0.8 136 2.0 520 10 2,570 5.5 74 18 2 2.9
Australia 19 1.2 2 394.1 20,530 487 25,370 3.0 79 5 . . 319.6
Austria 8 0.5 98 204.2 25,220 213 26,310 3.5 78 5 . . 62.6
Azerbaijan 8 1.2 93 4.9 610 22 2,760 10.4 71 21 . . 32.0
Bangladesh 130 1.6 997 49.9 380 213 1,650 3.8 61 89 59 24.6
Belarus 10 –0.2 48 30.0 2,990 76 7,550 6.3 68 14 1 62.3
Belgium 10 0.3 312 252.5 24,630 282 27,500 3.5 78 6 . . 106.5
Benin 6 2.8 57 2.4 380 6 970 2.2 53 145 61 1.0
Bolivia 8 2.4 8 8.3 1,000 20 2,380 0.2 62 83 15 11.3
Botswana 2 2.3 3 5.3 3,300 12 7,190 2.5 39 95 24 3.4
Brazil 170 1.4 20 606.8 3,570 1,245 7,320 3.2 67 40 15 307.2
Bulgaria 8 –0.7 74 12.4 1,510 45 5,530 5.5 71 17 2 50.3
Burkina Faso 11 2.4 41 2.6 230 12d 1,020d 3.1 45 210 77 1.0
Burundi 7 2.2 265 0.7 110 4d 580d –1.6 42 176 53 0.2
Cambodia 12 2.7 68 3.1 260 17 1,410 1.7 54 143 61 0.5
Cameroon 15 2.7 32 8.6 570 24 1,570 1.5 51 154 25 2.7
Canada 31 1.0 3 647.1 21,050 840 27,330 4.0 79 6 . . 496.6
Central African Republic 4 2.0 6 1.1 290 4d 1,210d 2.4 44 151 55 0.2
Chad 8 2.9 6 1.5 200 7d 860d –2.1 49 189 59 0.1
Chile 15 1.5 20 69.9 4,600 139 9,110 4.0 76 12 4 60.1
China 1,261 1.1 135 1,064.5 840 4,966 3,940 7.3 70 37 17 3,593.5

Hong Kong, China 7 1.8 . . 176.4 25,950 174 25,660 9.3 80 5 7 23.8
Colombia 42 1.9 41 88.0 2,080 249 5,890 1.0 70 28 9 71.9
Congo, Dem. Rep. 51 3.2 23 5.0 100 33 682 . . 46 161 40 2.3
Congo, Rep. 3 2.8 9 1.8 630 2 590 4.8 48 144 21 0.3
Costa Rica 4 2.0 71 14.4 3,960 30 8,250 0.0 77 14 5 5.4
Côte d’Ivoire 16 3.0 50 10.5 660 24 1,520 –4.5 46 180 54 13.3
Croatia 4 –0.7 80 20.1 4,510 35 7,780 3.8 73 9 2 20.1
Czech Republic 10 –0.1 133 50.6 4,920 140 13,610 3.2 75 5 . . 125.2
Denmark 5 0.4 126 171.0 32,020 145 27,120 2.5 76 6 . . 57.7
Dominican Republic 9 1.9 177 18.0 2,100 49 5,720 6.5 71 47 17 14.0
Ecuador 13 2.1 46 15.3 1,210 37 2,920 0.4 69 35 9 21.7
Egypt, Arab Rep. 64 2.0 64 95.2 1,490 235 3,690 3.2 67 54 45 118.3
El Salvador 6 2.1 303 12.5 1,990 28 4,390 0.0 70 36 22 5.9
Eritrea 4 2.7 41 0.7 170 4 950 –11.4 50 105 47 . .
Estonia 1 –0.9 34 4.9 3,410 13 9,050 7.0 71 12 . . 19.1
Ethiopia 64 2.3 64 6.7 100 42 660 2.2 42 166 63 3.8
Finland 5 0.4 17 129.0 24,900 127 24,610 5.4 77 5 . . 56.6
France 59 0.4 107 1,429.4e 23,670e 1,440 24,470 2.9 79 5 . . 349.8
Georgia 5 0.0 78 3.2 590 13 2,470 1.8 73 20 . . 4.5
Germany 82 0.3 235 2,057.6 25,050 2,054 25,010 2.9 77 5 . . 851.5
Ghana 19 2.6 84 6.8 350 37d 1,940d 1.8 58 109 30 4.8
Greece 11 0.4 82 126.2 11,960 179 16,940 3.8 78 7 3 87.2
Guatemala 11 2.6 105 19.2 1,690 43 3,770 0.6 65 52 32 8.3
Guinea 7 2.5 30 3.3 450 14 1,930 –0.5 46 167 . . 1.1
Haiti 8 2.1 289 4.0 510 12d 1,500d –0.8 53 118 51 1.4
Honduras 6 2.8 58 5.5 850 16 2,390 2.1 70 46 26 4.6
Hungary 10 –0.3 109 47.5 4,740 121 12,060 5.7 71 10 1 59.6
India 1,016 1.8 342 471.2 460 2,432 2,390 3.9 63 90 44 1,065.4
Indonesia 210 1.7 116 119.9 570 598 2,840 3.1 66 52 14 251.5
Iran, Islamic Rep. 64 1.6 39 104.6 1,630 378 5,900 3.5 71 33 24 296.9
Ireland 4 0.8 55 87.1 22,960 97 25,470 9.8 76 7 . . 37.3
Israel 6 2.9 302 99.6 16,310 120 19,320 3.5 78 8 4 60.4
Italy 58 0.2 196 1,154.3 20,010 1,348 23,370 2.8 78 6 2 424.7
Jamaica 3 0.9 242 6.4 2,440 9 3,500 0.0 75 24 14 11.0
Japan 127 0.3 337 4,337.3 34,210 3,354 26,460 1.7 81 4 . . 1,204.2
Jordan 5 4.3 55 8.2 1,680 20 4,040 0.8 71 31 11 15.7
Kazakhstan 15 –0.9 6 17.6 1,190 82 5,490 10.1 65 28 . . 123.0
Kenya 30 2.4 53 10.7 360 30 1,010 –2.4 48 118 19 7.2
Korea, Rep. 47 1.0 479 421.1 8,910 820 17,340 7.8 73 9 2 457.4
Kuwait 2 –0.7 111 . . . .f . . . . . . 77 13 18 51.0
Kyrgyz Republic 5 1.2 26 1.3 270 13 2,590 3.6 67 38 . . 6.8
Lao PDR 5 2.6 23 1.5 290 8d 1,530d 3.3 54 143 53 0.4
Latvia 2 –1.0 39 6.9 2,860 17 6,960 7.2 70 18 0g 8.3
Lebanon 4 1.7 423 16.2 3,750 20 4,530 –0.8 70 32 14 17.7
Lesotho 2 2.2 71 1.2 540 5d 2,490d –0.1 45 141 17 . .
Lithuania 4 –0.1 57 10.7 2,900 26 6,960 3.3 72 12 1 15.1
Macedonia, FYR 2 0.7 80 3.5 1,710 10 4,960 4.6 73 17 . . 10.9
Madagascar 16 2.9 27 4.0 260 13 830 1.6 54 149 34 1.2
Malawi 11 2.6 117 1.9 170 7 600 –0.7 39 227 41 0.8
Malaysia 23 2.5 71 78.5 3,380 195 8,360 6.0 72 10 13 137.2
Note: For data comparability and coverage, see the technical notes. Figures in italics are for years other than those specified.
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Table 1. Key indicators of development
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Mali 11 2.5 9 2.6 240 9 790 2.1 43 223 60 0.5
Mauritania 3 2.8 3 1.0 370 4 1,650 2.4 54 142 58 3.0
Mexico 98 1.6 51 498.0 5,080 864 8,810 5.4 72 36 9 379.7
Moldova 4 –0.2 129 1.4 400 10 2,240 2.3 67 22 1 10.4
Mongolia 2 1.3 2 0.9 390 4 1,660 –0.3 67 73 38 7.8
Morocco 29 1.8 64 33.8 1,180 98 3,410 –0.8 67 62 52 35.9
Mozambique 18 2.2 22 3.7 210 14d 820d 2.0 43 203 57 1.2
Myanmar 46 1.2 69 . . . .h . . . . . . 60 120 16 8.8
Namibia 2 2.5 2 3.6 2,050 11d 6,440d 1.6 50 108 19 . .
Nepal 24 2.4 167 5.3 220 33 1,360 3.1 58 109 60 2.2
Netherlands 16 0.6 469 400.3 25,140 417 26,170 3.8 78 5 . . 163.6
New Zealand 4 1.1 14 50.1 13,080 72 18,780 3.1 77 6 . . 31.6
Nicaragua 5 2.8 42 2.1 420 11d 2,100d 1.7 69 43 32 3.2
Niger 11 3.4 9 2.0 180 8d 760d –0.3 46 252 85 1.1
Nigeria 127 2.8 139 32.8 260 101 790 0.4 47 151 37 83.7
Norway 4 0.6 15 151.2 33,650 134 29,760 2.4 78 4 . . 68.5
Pakistan 138 2.5 179 64.6 470 270 1,960 3.4 63 126 55 98.2
Panama 3 1.7 38 9.3 3,260 16d 5,700d 1.0 74 25 8 8.0
Papua New Guinea 5 2.2 11 3.7 760 11d 2,280d –1.8 58 77 36 2.5
Paraguay 5 2.6 14 8.0 1,450 24d 4,460d –1.5 70 27 7 4.1
Peru 26 1.7 20 53.9 2,100 121 4,720 1.9 69 48 10 30.1
Philippines 76 2.2 253 78.7 1,040 319 4,220 2.1 69 41 5 81.7
Poland 39 0.1 127 162.2 4,200 349 9,030 4.1 73 10 0g 357.0
Portugal 10 0.1 109 110.7 11,060 169 16,880 3.0 75 6 8 53.8
Romania 22 –0.3 97 37.4 1,670 143 6,380 1.7 69 24 2 111.3
Russian Federation 146 –0.2 9 241.1 1,660 1,168 8,030 8.8 66 20 1 1,444.5
Rwanda 9 2.0 345 2.0 230 8 930 2.8 40 203 34 0.5
Saudi Arabia 21 2.7 10 139.4 6,900 223 11,050 . . 72 25 24 273.7
Senegal 10 2.6 49 4.7 500 14 1,480 2.3 52 124 64 3.5
Sierra Leone 5 2.3 70 0.6 130 2 460 1.3 37 283 . . 0.5
Singapore 4 2.8 6,587 99.4 24,740 100 24,970 8.1 78 4 8 81.9
Slovak Republic 5 0.2 112 20.0 3,700 59 11,000 2.1 73 10 . . 38.1
Slovenia 2 –0.1 99 20.0 10,070 35 17,390 4.7 75 6 0g 15.5
South Africa 43 2.0 35 129.2 3,020 393d 9,180d 1.4 48 76 15 321.5
Spain 39 0.2 79 590.1 14,960 757 19,180 4.0 78 6 2 257.7
Sri Lanka 19 1.3 300 16.6 870 67 3,470 4.2 73 19 9 8.1
Sweden 9 0.4 22 237.5 26,780 211 23,770 3.9 79 4 . . 48.6
Switzerland 7 0.7 182 273.7 38,120 218 30,350 2.7 80 5 . . 42.6
Syrian Arab Republic 16 2.8 88 16.0 990 52 3,230 –1.1 69 30 26 49.9
Tajikistan 6 1.8 45 1.1 170 7 1,060 6.6 69 34 1 5.6
Tanzania 34 2.8 38 9.3i 280i 18i 530i 2.7 45 152 25 2.9
Thailand 61 0.9 119 121.8 2,010 385 6,330 3.5 69 33 5 226.8
Togo 5 2.8 86 1.4 300 7 1,450 1.6 49 143 44 1.0
Tunisia 10 1.6 62 20.1 2,090 58 6,090 3.4 73 30 30 18.8
Turkey 65 1.5 85 201.5 3,090 459 7,030 5.7 69 45 15 216.0
Turkmenistan 5 2.8 10 4.0 840 20 4,040 16.1 66 45 . . 31.0
Uganda 22 3.0 111 6.8 310 27d 1,230d 2.2 42 162 34 1.2
Ukraine 50 –0.5 86 34.7 700 184 3,710 6.7 67 17 0g 370.5
United Kingdom 60 0.4 247 1,463.5 24,500 1,407 23,550 2.6 77 6 . . 527.1
United States 282 1.2 31 9,645.6 34,260 9,646 34,260 4.0 77 8 . . 5,467.1
Uruguay 3 0.7 19 20.3 6,090 30 8,880 –1.8 74 17 2 5.7
Uzbekistan 25 1.8 60 15.2 610 59 2,380 2.9 70 29 12 104.8
Venezuela, RB 24 2.1 27 104.1 4,310 139 5,750 1.2 73 23 8 191.2
Vietnam 79 1.7 241 30.7 390 159 2,030 5.4 69 42 7 45.5
Yemen, Rep. 18 3.9 33 6.7 380 14 780 3.7 56 97 55 16.7
Yugoslavia, Fed. Rep. 11 0.1 . . . . . .c . . . . . . 72 16 . . 50.2
Zambia 10 2.6 14 3.0 300 8 750 1.3 38 187 23 2.6
Zimbabwe 12 2.2 31 5.8 480 31 2,590 –6.7 40 118 12 18.8
World 6,054 s 1.4 w 47 w 31,171.0 t 5,150 w 44,506 t 7,350 w 2.9 w 66 w 78 w . . w 23,868.2 s
Low income 2,459 2.0 76 1,029.6 420 4,892 1,990 3.1 59 116 39 2,496.5
Middle income 2,693 1.2 40 5,307.7 1,970 15,229 5,650 4.8 69 38 15 10,034.3

Lower middle income 2,046 1.1 47 2,327.0 1,140 9,374 4,580 5.5 69 40 16 6,767.5
Upper middle income 647 1.4 28 2,986.0 4,620 5,930 9,170 3.9 69 35 11 3,266.7

Low & middle income 5,152 1.6 52 6,335.6 1,230 20,056 3,890 4.2 64 85 25 12,530.8
East Asia & Pacific 1,853 1.2 116 1,963.9 1,060 7,631 4,120 6.5 69 44 15 5,075.6
Europe & Central Asia 475 0.2 20 955.9 2,010 3,145 6,620 6.3 69 26 3 3,285.6
Latin America & Carib. 516 1.6 26 1,895.3 3,680 3,627 7,030 2.3 70 38 12 1,355.4
Middle East & N. Africa 296 2.2 27 602.0 2,040 1,527 5,170 . . 68 54 36 1,111.8
South Asia 1,355 1.9 283 616.9 460 3,060 2,260 3.8 63 99 46 1,200.5
Sub-Saharan Africa 659 2.6 28 313.0 480 1,030 1,560 0.5 47 159 39 501.8

High income 903 0.7 29 24,828.8 27,510 24,781 27,450 3.2 78 6 . . 11,337.4
a. Preliminary World Bank estimates calculated using the World Bank Atlas method. b. Purchasing power parity; see the Technical Notes. c. Estimated to be lower middle
income ($756 to $2,995); d.The estimate is based on regression; others are extrapolated from the latest International Comparison Programme benchmark estimates. e. GNI
and GNI per capita estimates include the French Overseas departments of French Guiana, Guadeloupe, Martinique, and Réunion. f. Estimated to be high income ($9,266
or more). g. Less then 0.5. h. Estimated to be low income ($755 or less). i. Data refer to mainland Tanzania only.
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Albania . . . . . . . . . . . . . . . . . . . .
Algeria 1995 30.3 14.7 22.6 1995 <2 <0.5 15.1 3.6 1995 a,b 35.3 2.8 26.8
Angola . . . . . . . . . . . . . . . . . . . .
Argentina 1993 . . . . 17.6 . . . . . . . . . . . . . .
Armenia . . . . . . 1996 7.8 1.7 34.0 11.3 1996 a,b 44.4 2.3 35.2
Australia . . . . . . . . . . . . . . 1994 c,d 35.2 2.0 25.4
Austria . . . . . . . . . . . . . . 1987 c,d 23.1 4.4 19.3
Azerbaijan 1995 . . . . 68.1 1995 <2 <0.5 9.6 2.3 1995 c,d 36.0 2.8 27.8
Bangladesh 1995–96 39.8 14.3 35.6 1996 29.1 5.9 77.8 31.8 1995–96 a,b 33.6 3.9 28.6
Belarus 1995 . . . . 22.5 1998 <2 <0.5 <2 0.1 1998 a,b 21.7 5.1 20.0
Belgium . . . . . . . . . . . . . . 1992 c,d 25.0 3.7 20.2
Benin 1995 . . . . 33.0 . . . . . . . . . . . . . .
Bolivia 1995 79.1 . . . . 1997 29.4 15.2 51.4 27.8 1997 c,d 58.9 0.5 45.7
Botswana . . . . . . 1985–86 33.3 12.5 61.4 30.7 . . . . . .
Brazil 1998 51.4 13.7 22.0 1997 9.0 2.1 25.4 9.8 1997 c,d 59.1 1.0 46.7
Bulgaria . . . . . . 1997 <2 <0.5 21.9 4.2 1997 c,d 26.4 4.5 22.8
Burkina Faso . . . . . . 1994 61.2 25.5 85.8 50.9 1994 a,b 48.2 2.2 39.5
Burundi 1990 . . . . 36.2 . . . . . . . . 1992 a,b 33.3 3.4 26.6
Cambodia 1997 40.1 21.1 36.1 . . . . . . . . 1997 a,b 40.4 2.9 33.8
Cameroon 1984 32.4 44.4 40.0 . . . . . . . . . . . . . .
Canada . . . . . . . . . . . . . . 1994 c,d 31.5 2.8 23.8
Central African Republic . . . . . . 1993 66.6 38.1 84.0 58.4 1993 a,b 61.3 0.7 47.7
Chad 1995–96 67.0 63.0 64.0 . . . . . . . . . . . . . .
Chile 1994 . . . . 20.5 1996 <2 <0.5 18.4 4.8 1996 c,d 57.5 1.4 46.9
China 1998 4.6 <2 4.6 1998 18.5 4.2 53.7 21.0 1998 c,d 40.3 2.4 30.4

Hong Kong, China . . . . . . . . . . . . . . . . . . . .
Colombia 1992 31.2 8.0 17.7 1996 11.0 3.2 28.7 11.6 1996 c,d 57.1 1.1 46.1
Congo, Dem. Rep. . . . . . . . . . . . . . . . . . . . .
Congo, Rep. . . . . . . . . . . . . . . . . . . . .
Costa Rica . . . . . . 1997 6.9 2.0 23.3 8.5 1997 c,d 45.9 1.7 34.6
Côte d’Ivoire . . . . . . 1995 12.3 2.4 49.4 16.8 1995 a,b 36.7 3.1 28.8
Croatia . . . . . . 1998 <2 <0.5 <2 <0.5 1998 c,d 29.0 3.7 23.3
Czech Republic . . . . . . 1996 <2 <0.5 <2 <0.5 1996 c,d 25.4 4.3 22.4
Denmark . . . . . . . . . . . . . . 1992 c,d 24.7 3.6 20.5
Dominican Republic 1992 29.8 10.9 20.6 1996 3.2 0.7 16.0 5.0 1998 c,d 47.4 2.1 37.9
Ecuador 1994 47.0 25.0 35.0 1995 20.2 5.8 52.3 21.2 1995 a,b 43.7 2.2 33.8
Egypt, Arab Rep. 1995–96 23.3 22.5 22.9 1995 3.1 0.3 52.7 13.9 1995 a,b 28.9 4.4 25.0
El Salvador 1992 55.7 43.1 48.3 1997 26.0 9.7 54.0 25.3 1997 c,d 50.8 1.4 39.3
Eritrea . . . . . . . . . . . . . . . . . . . .
Estonia 1995 14.7 6.8 8.9 1998 <2 <0.5 5.2 0.8 1998 c,d 37.6 3.0 29.8
Ethiopia . . . . . . 1995 31.3 8.0 76.4 32.9 1995 a,b 40.0 3.0 33.7
Finland . . . . . . . . . . . . . . 1991 c,d 25.6 4.2 21.6
France . . . . . . . . . . . . . . 1995 c,d 32.7 2.8 25.1
Georgia 1997 9.9 12.1 11.1 1996 <2 <0.5 <2 <0.5 1996 c,d 37.1 2.3 27.9
Germany . . . . . . . . . . . . . . 1994 c,d 30.0 3.3 23.7
Ghana 1992 34.3 26.7 31.4 1998 38.8 3.4 74.6 16.1 1998 a,b 39.6 2.4 29.5
Greece . . . . . . . . . . . . . . 1993 c,d 32.7 3.0 25.3
Guatemala 1989 71.9 33.7 57.9 1998 10.0 2.2 33.8 11.8 1998 c,d 55.8 1.6 46.0
Guinea 1994 . . . . 40.0 . . . . . . . . 1994 a,b 40.3 2.6 32.0
Haiti 1995 66.0 . . . . . . . . . . . . . . . . . .
Honduras 1993 51.0 57.0 53.0 1996 40.5 17.5 68.8 36.9 1997 c,d 59.0 0.4 44.3
Hungary 1993 . . . . 8.6 1998 <2 <0.5 7.3 1.7 1998 a,b 24.4 4.1 20.5
India 1994 36.7 30.5 35.0 1997 44.2 12.0 86.2 41.4 1997 a,b 37.8 3.5 33.5
Indonesia 1999 . . . . 27.1 1999 7.7 1.0 55.3 16.5 1999 a,b 31.7 4.0 26.7
Iran, Islamic Rep. . . . . . . . . . . . . . . . . . . . .
Ireland . . . . . . . . . . . . . . 1987 c,d 35.9 2.5 27.4
Israel . . . . . . . . . . . . . . 1992 c,d 35.5 2.8 26.9
Italy . . . . . . . . . . . . . . 1995 c,d 27.3 3.5 21.8
Jamaica 1992 . . . . 34.2 1996 3.2 0.7 25.2 6.9 1996 a,b 36.4 2.9 28.9
Japan . . . . . . . . . . . . . . 1993 c,d 24.9 4.8 21.7
Jordan 1997 . . . . 11.7 1997 <2 <0.5 7.4 1.4 1997 a,b 36.4 3.3 29.8
Kazakhstan 1996 39.0 30.0 34.6 1996 1.5 0.3 15.3 3.9 1996 a,b 35.4 2.7 26.3
Kenya 1992 46.4 29.3 42.0 1994 26.5 9.0 62.3 27.5 1994 a,b 44.5 1.8 34.9
Korea, Rep. . . . . . . 1993 <2 <0.5 <2 <0.5 1993 a,b 31.6 2.9 24.3
Kuwait . . . . . . . . . . . . . . . . . . . .
Kyrgyz Republic 1997 64.5 28.5 51.0 . . . . . . . . 1997 c,d 40.5 2.7 31.7
Lao PDR 1993 53.0 24.0 46.1 1997 26.3 6.3 73.2 29.6 1997 a,b 37.0 3.2 30.6
Latvia . . . . . . 1998 <2 <0.5 8.3 2.0 1998 c,d 32.4 2.9 25.9
Lebanon . . . . . . . . . . . . . . . . . . . .
Lesotho 1993 53.9 27.8 49.2 1993 43.1 20.3 65.7 38.1 1986–87 a,b 56.0 0.9 43.4
Lithuania . . . . . . 1996 <2 <0.5 7.8 2.0 1996 a,b 32.4 3.1 25.6
Macedonia, FYR . . . . . . . . . . . . . . . . . . . .
Madagascar 1993–94 77.0 47.0 70.0 1997 63.4 26.9 89.0 53.2 1997 a,b 46.0 2.2 37.3
Malawi 1990–91 . . . . 54.0 . . . . . . . . . . . . . .
Malaysia 1989 . . . . 15.5 . . . . . . . . 1997 c,d 49.2 1.7 38.4
Note: For data comparability and coverage, see the technical notes. Figures in italics are for years other than those specified.
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Table 2. Poverty and income distribution
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Mali . . . . . . 1994 72.8 37.4 90.6 60.5 1994 a,b 50.5 1.8 40.4
Mauritania 1989–90 . . . . 57.0 1995 28.6 9.1 68.7 29.6 1995 a,b 37.3 2.5 28.4
Mexico 1988 . . . . 10.1 1996 12.2 3.5 34.8 13.2 1996 c,d 51.9 1.6 41.1
Moldova 1997 26.7 . . 23.3 1997 11.3 3.0 38.4 14.0 1997 c,d 40.6 2.2 30.7
Mongolia 1995 33.1 38.5 36.3 1995 13.9 3.1 50.0 17.5 1995 a,b 33.2 2.9 24.5
Morocco 1998–99 27.2 12.0 19.0 1990–91 <2 <0.5 7.5 1.3 1998–99 a,b 39.5 2.6 30.9
Mozambique . . . . . . 1996 37.9 12.0 78.4 36.8 1996–97 a,b 39.6 2.5 31.7
Myanmar . . . . . . . . . . . . . . . . . . . .
Namibia . . . . . . 1993 34.9 14.0 55.8 30.4 . . . . . .
Nepal 1995–96 44.0 23.0 42.0 1995 37.7 9.7 82.5 37.5 1995–96 a,b 36.7 3.2 29.8
Netherlands . . . . . . . . . . . . . . 1994 c,d 32.6 2.8 25.1
New Zealand . . . . . . . . . . . . . . . . . . . .
Nicaragua 1993 76.1 31.9 50.3 . . . . . . . . 1998 a,b 60.3 0.7 48.8
Niger 1989–93 66.0 52.0 63.0 1995 61.4 33.9 85.3 54.8 1995 a,b 50.5 0.8 35.4
Nigeria 1992–93 36.4 30.4 34.1 1997 70.2 34.9 90.8 59.0 1996–97 a,b 50.6 1.6 40.8
Norway . . . . . . . . . . . . . . 1995 c,d 25.8 4.1 21.8
Pakistan 1991 36.9 28.0 34.0 1996 31.0 6.2 84.7 35.0 1996–97 a,b 31.2 4.1 27.6
Panama 1997 64.9 15.3 37.3 1997 10.3 3.2 25.1 10.2 1997 a,b 48.5 1.2 35.7
Papua New Guinea . . . . . . . . . . . . . . 1996 a,b 50.9 1.7 40.5
Paraguay 1991 28.5 19.7 21.8 1998 19.5 9.8 49.3 26.3 1998 c,d 57.7 0.5 43.8
Peru 1997 64.7 40.4 49.0 1996 15.5 5.4 41.4 17.1 1996 c,d 46.2 1.6 35.4
Philippines 1997 50.7 21.5 36.8 . . . . . . . . 1997 a,b 46.2 2.3 36.6
Poland 1993 . . . . 23.8 1998 <2 <0.5 <2 <0.5 1998 a,b 31.6 3.2 24.7
Portugal . . . . . . 1994 <2 <0.5 <2 <0.5 1994–95 c,d 35.6 3.1 28.4
Romania 1994 27.9 20.4 21.5 1994 2.8 0.8 27.5 6.9 1994 c,d 28.2 3.7 22.7
Russian Federation 1994 . . . . 30.9 1998 7.1 1.4 25.1 8.7 1998 a,b 48.7 1.7 38.7
Rwanda 1993 . . . . 51.2 1983–85 35.7 7.7 84.6 36.7 1983–85 a,b 28.9 4.2 24.2
Saudi Arabia . . . . . . . . . . . . . . . . . . . .
Senegal . . . . . . 1995 26.3 7.0 67.8 28.2 1995 a,b 41.3 2.6 33.5
Sierra Leone 1989 76.0 53.0 68.0 1989 57.0 39.5 74.5 51.8 1989 a,b 62.9 0.5 43.6
Singapore . . . . . . . . . . . . . . . . . . . .
Slovak Republic . . . . . . 1992 <2 <0.5 <2 <0.5 1992 c,d 19.5 5.1 18.2
Slovenia . . . . . . 1998 <2 <0.5 <2 <0.5 1998 c,d 28.4 3.9 23.0
South Africa . . . . . . 1993 11.5 1.8 35.8 13.4 1993–94 a,b 59.3 1.1 45.9
Spain . . . . . . . . . . . . . . 1990 c,d 32.5 2.8 25.2
Sri Lanka 1995–96 27.0 15.0 25.0 1995 6.6 1.0 45.4 13.5 1995 a,b 34.4 3.5 28.0
Sweden . . . . . . . . . . . . . . 1992 c,d 25.0 3.7 20.1
Switzerland . . . . . . . . . . . . . . 1992 c,d 33.1 2.6 25.2
Syrian Arab Republic . . . . . . . . . . . . . . . . . . . .
Tajikistan . . . . . . . . . . . . . . . . . . . .
Tanzania 1991 . . . . 51.1 1993 19.9 4.8 59.7 23.0 1993 a,b 38.2 2.8 30.1
Thailand 1992 15.5 10.2 13.1 1998 <2 <0.5 28.2 7.1 1998 a,b 41.4 2.8 32.4
Togo 1987–89 . . . . 32.3 . . . . . . . . . . . . . .
Tunisia 1990 21.6 8.9 14.1 1995 <2 <0.5 10.0 2.3 1995 a,b 41.7 2.3 31.8
Turkey . . . . . . 1994 2.4 0.5 18.0 5.0 1994 a,b 41.5 2.3 32.3
Turkmenistan . . . . . . 1993 20.9 5.7 59.0 23.3 1998 a,b 40.8 2.6 31.7
Uganda 1999–2000 10.3 39.1 35.2 . . . . . . . . 1996 a,b 37.4 3.0 29.8
Ukraine 1995 . . . . 31.7 1999 2.9 0.6 31.0 8.0 1999 a,b 29.0 3.7 23.2
United Kingdom . . . . . . . . . . . . . . 1991 c,d 36.1 2.6 27.3
United States . . . . . . . . . . . . . . 1997 c,d 40.8 1.8 30.5
Uruguay . . . . . . 1989 <2 <0.5 6.6 1.9 1989 c,d 42.3 2.1 32.7
Uzbekistan . . . . . . 1993 3.3 0.5 26.5 7.3 1993 c,d 33.3 3.1 25.2
Venezuela, RB 1989 . . . . 31.3 1997 18.7 6.5 44.6 19.0 1997 a,b 48.8 1.6 37.6
Vietnam 1993 57.2 25.9 50.9 . . . . . . . . 1998 a,b 36.1 3.6 29.9
Yemen, Rep. 1992 19.2 18.6 19.1 1998 15.7 4.5 45.2 15.0 1998 a,b 33.4 3.0 25.9
Yugoslavia, Fed. Rep. . . . . . . . . . . . . . . . . . . . .
Zambia 1993 . . . . 86.0 1998 63.7 32.7 87.4 55.4 1998 a,b 52.6 1.1 41.0
Zimbabwe 1990–91 31.0 10.0 25.5 1990–91 36.0 9.6 64.2 29.4 1990–91 a,b 56.8 1.8 46.9
a. Refers to expenditure shares by percentiles of population. b. Ranked by per capita expenditure. c. Refers to income shares by percentiles of population. d. Ranked by per
capita income.
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Albania 3,704 3.7 1,124 1,934 55 28 17 90 10 19 –19 39.0
Algeria 53,817 2.1 1,909 1,876 10 69 21 46 8 26 19 17.9
Angola 8,738 1.3 243 126 6 70 24 36 32 24 8 740.2
Argentina 285,473 4.3 7,167 9,951 5 28 68 71 14 16 –1 5.2
Armenia 1,914 –1.9 . . 5,180 29 33 39 99 11 19 –29 212.5
Australia 394,023 4.1 22,932 31,432 3 25 72 60 18 25 –3 1.4
Austria 190,957 2.0 20,356 28,410 2 29 69 56 20 24 0 2.1
Azerbaijan 4,904 –5.3 . . . . 21 43 36 77 11 46 –34 194.2
Bangladesh 47,864 4.8 247 292 26 25 49 78 4 23 –5 4.1
Belarus 35,940 –1.9 . . 3,744 13 42 45 59 20 24 –3 354.6
Belgium 231,016 2.0 28,767 48,529 1 25 73 54 21 21 4 2.0
Benin 2,262 4.7 377 558 37 14 49 82 11 19 –13 8.7
Bolivia 8,469 4.1 . . 1,054 18 34 48 74 16 18 –8 8.6
Botswana 5,285 4.7 708 681 4 44 52 58 28 20 –6 9.7
Brazil 587,553 2.9 2,918 4,300 9 32 59 64 16 23 –2 207.5
Bulgaria 12,052 –2.1 3,251 6,007 14 24 62 72 14 19 –5 103.0
Burkina Faso 2,406 4.1 147 162 31 28 40 77 14 28 –18 5.5
Burundi 689 –2.6 185 140 51 18 31 93 13 9 –15 12.3
Cambodia 3,207 4.6 386 406 51 15 35 86 9 15 –10 25.0
Cameroon 8,687 1.7 882 1,072 44 19 38 71 10 19 –1 5.0
Canada 689,549 2.9 23,026 34,922 . . . . . . 58 19 20 3 1.4
Central African Republic 959 2.1 383 460 55 20 25 81 12 14 –7 4.5
Chad 1,408 2.2 171 220 36 15 49 95 8 10 –13 7.1
Chile 70,710 6.8 4,533 5,491 8 34 57 65 11 22 1 7.3
China 1,079,954 10.3 222 316 16 49 34 49 11 38 2 7.1

Hong Kong, China 163,261 4.0 . . . . 0 15 85 58 10 27 5 4.1
Colombia 82,849 3.0 3,698 3,454 15 29 56 70 9 20 1 19.0
Congo, Dem. Rep. 5,584 –5.1 247 252 . . . . . . . . . . . . . . 1,423.1
Congo, Rep. 2,689 –0.2 475 498 10 49 41 60 11 22 7 9.2
Costa Rica 15,751 5.4 3,568 4,973 11 37 53 76 5 17 2 17.1
Côte d’Ivoire 9,319 3.5 902 1,104 28 29 43 65 11 19 6 7.3
Croatia 19,030 0.6 . . 7,123 9 32 59 57 27 23 –7 86.2
Czech Republic 49,510 0.8 . . 5,091 4 43 53 53 20 28 –2 11.3
Denmark 160,780 2.4 27,379 52,809 2 21 76 50 26 20 4 2.1
Dominican Republic 19,894 6.1 1,937 2,710 11 32 58 79 8 24 –10 9.4
Ecuador 13,607 1.8 1,432 1,789 11 25 64 62 9 17 12 37.1
Egypt, Arab Rep. 98,333 4.6 953 1,222 17 33 50 72 10 24 –7 8.2
El Salvador 13,217 4.7 1,606 1,690 10 30 61 85 11 16 –13 7.4
Eritrea 600 3.8 . . . . 17 29 54 78 65 39 –82 9.4
Estonia 4,969 –0.5 . . 3,646 6 28 66 58 21 26 –5 53.1
Ethiopia 6,304 4.6 . . 144 52 11 37 81 16 18 –15 7.0
Finland 119,823 2.8 21,944 36,384 3 28 68 51 21 20 8 1.9
France 1,286,252 1.7 29,079 50,171 3 23 74 55 24 19 3 1.5
Georgia 3,048 5.6 . . 1,952 36 13 52 89 10 18 –17 11.6
Germany 1,870,136 1.5 . . 28,924 1 28 71 58 19 22 1 1.7
Ghana 5,419 4.3 547 552 35 8 56 75 10 31 –16 27.0
Greece 111,955 2.4 10,605 12,711 7 20 72 69 15 23 –7 8.8
Guatemala 19,041 4.1 1,901 2,099 23 20 57 86 6 16 –8 10.4
Guinea 3,120 4.3 253 285 24 38 38 77 6 22 –5 5.2
Haiti 3,826 –0.6 510 394 30 20 50 100 7 11 –18 20.6
Honduras 5,932 3.2 824 1,008 18 32 51 66 13 35 –14 18.8
Hungary 45,716 1.5 4,968 4,860 6 34 61 63 10 29 –2 19.3
India 479,404 6.0 324 395 27 27 46 68 11 25 –4 8.2
Indonesia 153,255 4.2 656 740 17 47 36 67 7 18 8 15.5
Iran, Islamic Rep. 98,990 3.6 2,773 3,679 20 37 43 66 17 17 1 26.2
Ireland 94,388 7.3 . . . . . . . . . . 49 14 23 14 3.6
Israel 110,332 5.1 . . . . . . . . . . 59 29 19 –7 10.0
Italy 1,068,518 1.5 13,460 23,906 3 26 71 60 18 20 2 3.8
Jamaica 6,892 0.2 947 1,229 7 28 65 60 18 31 –10 24.5
Japan 4,677,099 1.3 21,914 30,620 2 36 62 61 10 26 2 0.1
Jordan 8,340 5.0 1,712 1,434 3 26 72 72 24 22 –19 3.2
Kazakhstan 18,264 –4.6 . . 1,414 9 30 60 68 17 14 0 206.3
Kenya 10,410 2.1 262 226 23 16 60 81 16 12 –9 14.0
Korea, Rep. 457,219 5.7 6,581 12,252 5 44 51 56 10 31 3 5.0
Kuwait 29,674 . . . . . . . . . . . . 50 27 13 10 . .
Kyrgyz Republic 1,304 –4.1 . . 3,430 38 27 36 78 19 18 –15 110.2
Lao PDR 1,709 6.5 446 558 53 22 25 81 5 25 –12 27.0
Latvia 7,138 –3.4 . . 2,523 4 26 71 68 18 25 –10 49.2
Lebanon 16,584 5.9 . . 26,946 12 21 67 95 14 21 –30 17.6
Lesotho 913 4.2 550 544 18 38 44 122 13 47 –82 10.2
Lithuania 11,232 –3.1 . . 3,192 9 32 59 65 22 23 –10 75.2
Macedonia, FYR 3,295 –0.3 . . 2,141 12 35 53 74 19 21 –14 77.1
Madagascar 4,020 2.0 194 184 30 14 56 87 8 13 –8 19.1
Malawi 1,692 3.8 91 138 40 19 41 84 12 18 –14 33.7
Malaysia 89,321 7.0 5,495 6,578 12 40 48 54 7 26 12 3.9
Note: For data comparability and coverage, see the technical notes. Figures in italics are for years other than those specified.
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Table 3. Economic activity
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Mali 2,345 3.8 240 280 45 17 38 79 15 21 –15 7.2
Mauritania 935 4.2 392 469 25 29 46 78 15 18 –11 5.9
Mexico 574,512 3.1 1,518 1,758 4 28 67 71 7 23 –2 18.9
Moldova 1,285 –9.7 . . 1,277 25 22 53 74 19 22 –15 120.2
Mongolia 975 1.0 1,031 1,193 32 30 39 63 18 26 –5 57.7
Morocco 33,364 2.2 1,704 1,651 13 33 54 64 17 25 –6 3.0
Mozambique 3,812 6.4 119 132 33 25 41 82 11 33 –26 32.5
Myanmar . . . . . . . . 60 9 31 90 . .a 11 –1 26.1
Namibia 3,479 4.1 981 1,417 11 28 61 54 29 24 –7 9.5
Nepal 5,450 4.8 181 189 39 20 41 77 9 21 –8 8.3
Netherlands 364,948 2.9 31,328 51,594 3 24 74 50 23 22 5 1.9
New Zealand 49,983 3.0 22,073 27,083 . . . . . . 65 15 19 1 1.4
Nicaragua 2,397 3.5 1,313 1,919 33 23 44 87 16 38 –41 33.2
Niger 1,861 2.6 204 205 41 17 42 81 15 10 –6 6.0
Nigeria 41,248 2.4 470 641 39 33 28 56 14 22 9 29.1
Norway 149,349 3.6 20,164 32,848 2 31 67 48 21 24 6 2.4
Pakistan 61,673 3.7 497 626 26 23 50 78 10 15 –4 10.1
Panama 9,911 4.1 2,235 2,580 7 17 76 61 15 30 –6 2.0
Papua New Guinea 4,011 4.0 662 808 26 44 30 66 13 18 3 7.9
Paraguay 7,680 2.2 3,090 3,512 29 26 45 81 8 23 –12 12.7
Peru 53,882 4.7 1,323 1,569 8 38 55 71 8 22 –2 26.8
Philippines 75,186 3.2 1,322 1,342 17 30 53 67 15 20 –2 8.4
Poland 158,839 4.6 . . 1,583 3 32 65 80 4 27 –11 22.8
Portugal 103,871 2.6 5,140 7,621 4 27 69 64 19 25 –9 5.3
Romania 36,692 –0.7 1,896 3,228 15 30 55 71 14 19 –4 98.0
Russian Federation 251,092 –4.8 . . 2,282 7 38 56 53 14 14 20 162.0
Rwanda 1,762 –0.2 302 234 46 20 34 89 13 14 –16 14.5
Saudi Arabia 139,383 1.6 6,191 10,930 7 48 45 39 30 19 12 1.2
Senegal 4,372 3.6 343 307 18 26 56 76 11 19 –6 4.6
Sierra Leone 654 –4.5 433 379 43 27 30 94 15 8 –16 29.3
Singapore 92,252 7.8 25,165 51,241 0 34 66 40 10 31 18 1.3
Slovak Republic 19,123 2.1 . . 3,491 4 32 64 54 19 32 –5 10.6
Slovenia 18,174 2.7 . . 30,136 4 38 58 56 21 28 –4 20.4
South Africa 125,887 2.0 3,471 3,910 3 31 66 64 18 15 3 9.6
Spain 555,004 2.4 . . 21,687 4 28 69 59 17 24 –1 3.9
Sri Lanka 16,402 5.3 683 746 21 27 52 71 9 27 –7 9.2
Sweden 227,369 1.8 24,506 34,285 . . . . . . 51 27 17 6 2.1
Switzerland 240,323 0.7 . . . . . . . . . . 61 14 21 4 1.4
Syrian Arab Republic 16,485 5.6 . . . . . . . . . . 72 12 16 –1 6.1
Tajikistan 987 –1.7 . . 296 19 25 57 . . . . . . . . 115.1
Tanzaniab 9,316 3.1 . . 188 45 15 40 86 12 17 –15 21.7
Thailand 121,927 4.2 754 916 10 40 49 58 12 22 8 4.2
Togo 1,281 2.6 435 543 41 21 38 85 11 13 –10 7.0
Tunisia 19,462 4.7 2,132 3,047 12 28 59 61 14 28 –3 4.4
Turkey 199,902 3.7 1,823 1,850 16 25 59 69 14 24 –7 76.3
Turkmenistan 4,404 –4.8 . . 1,116 27 45 28 62 12 46 –20 407.5
Uganda 6,248 7.1 287 350 44 18 38 85 10 16 –12 12.4
Ukraine 32,171 –9.4 . . 1,383 13 40 47 63 18 20 –1 271.3
United Kingdom 1,413,432 2.5 27,636 34,730 1 25 74 66 18 18 –2 2.9
United States 9,882,842 3.4 . . . . . . . . . . 67 14 20 –2 2.1
Uruguay 20,195 3.3 6,505 8,679 6 29 65 71 14 17 –2 31.3
Uzbekistan 13,517 –0.5 . . 997 33 24 43 72 9 18 1 246.6
Venezuela, RB 120,484 1.6 4,489 5,125 5 47 47 68 8 14 11 45.5
Vietnam 31,344 7.9 173 236 25 34 40 70 7 25 –2 15.3
Yemen, Rep. 8,667 3.5 . . 355 17 40 42 71 17 19 –7 24.9
Yugoslavia, Fed. Rep. . . . . . . . . . . . . . . . . . . . . . . . .
Zambia 2,911 0.5 161 212 24 25 51 91 10 18 –19 51.4
Zimbabwe 7,350 2.4 287 369 11 14 75 72 23 2 3 25.8
World 31,336,893 t 2.6 w . . w . . w 5 w 31 w 63 w 62 w 15 w 23 w . . w
Low income 1,078,946 3.4 304 . . 23 33 44 69 11 21 0
Middle income 5,490,802 3.6 . . . . 11 36 54 62 12 25 1

Lower middle income 2,358,673 3.6 . . . . 15 43 42 56 12 27 5
Upper middle income 3,138,826 3.6 . . . . 8 31 61 65 13 23 –1

Low & middle income 6,567,734 3.6 . . . . 13 35 52 63 12 24 1
East Asia & Pacific 2,059,259 7.2 . . . . 15 46 38 55 10 31 4
Europe & Central Asia 960,670 –1.6 . . 2,220 10 33 57 63 13 19 6
Latin America & Carib. 1,995,118 3.3 . . . . 8 31 61 67 13 21 –2
Middle East & N. Africa 591,584 3.0 . . . . 14 38 48 57 19 21 2
South Asia 620,253 5.6 306 . . 27 26 47 70 11 23 –4
Sub-Saharan Africa 322,212 2.4 369 380 15 28 57 65 17 16 2

High income 24,772,147 2.4 . . . . . . . . . . 62 16 22 1

a. Data on general government final consumption expenditure figures are not available separately; they are included in household final consumption expenditure. b. Data
cover mainland Tanzania only.
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Albania 260 975 68 1 –155 37 41 142 975 18 48.2
Algeria 19,550 9,200 3 4 . . –1,486 7 3 28,015 64 50.3
Angola 8,200 3,400 . . . . –249 2,373 2,471 31 10,871 344 –14.2
Argentina 26,251 25,508 32 8 –12,312 32,296 23,929 2 147,880 56 34.4
Armenia 290 850 63 2 –307 122 122 55 932 36 11.5
Australia 63,872 71,344 29 11 –23,070 . . 6,363 . . . . . . 90.8
Austria 64,907 68,813 83 13 –5,747 . . 2,834 . . . . . . . .
Azerbaijan 1,750 1,390 10 . . –1,106 596 510 20 1,036 17 10.3
Bangladesh 5,700 8,480 91 0 –394 198 179 9 17,534 23 34.8
Belarus 7,575 8,960 75 4 –257 394 225 2 1,136 4 19.2
Belgium 184,130b 171,178b 79b 8 11,685 . . 117,211b . . . . . . . .
Benin 350 650 3 0 –158 31 31 34 1,686 40c 8.4
Bolivia 1,210 1,760 41 . . –556 1,016 1,016 70 6,157 37c 63.2
Botswana 2,250 2,380 . . . . 517 36 37 38 462 8 –71.9
Brazil 55,086 58,585 54 13 –25,073 22,793 32,659 1 244,673 48 51.6
Bulgaria 4,760 6,540 61 4 –685 1,112 806 32 9,872 78 18.2
Burkina Faso 230 700 . . . . –312 10 10 36 1,518 25c 15.4
Burundi 55 140 . . . . –27 0 0 11 1,131 96 34.4
Cambodia 590 700 . . . . –66 122 126 24 2,262 61 7.3
Cameroon 2,050 1,203 . . . . –396 –13 40 30 9,443 76 16.7
Canada 277,233 249,118 67 15 –2,273 . . 25,129 . . . . . . 89.0
Central African Republic 210 120 . . . . –42 13 13 33 913 54 11.5
Chad 200 350 . . . . –161 14 15 25 1,142 43 12.1
Chile 18,158 18,101 17 4 –80 11,851 9,221 5 37,762 55 74.7
China 249,212 225,097 88 17 15,667 40,632 38,753 2 154,223 14 132.7

Hong Kong, China 202,440d 214,200 95d 21 10,541 . . . . 1 . . . . 140.9
Colombia 13,345 11,675 31 8 –61 3,635 1,109 7 34,538 40 35.8
Congo, Dem. Rep. 580 400 . . . . –583 1 1 3 11,906 244 . .
Congo, Rep. 2,400 930 . . . . –252 5 5 49 5,031 301 10.4
Costa Rica 5,874 6,373 68 . . –649 924 669 –3 4,182 30 30.5
Côte d’Ivoire 3,780 3,150 . . . . 38 74 350 29 13,170 117c 25.8
Croatia 4,390 7,911 76 8 –1,522 2,392 1,408 11 9,443 47 45.7
Czech Republic 28,980 32,245 88 9 –1,032 4,837 5,093 31 22,582 43 58.7
Denmark 49,215 44,567 66 20 2,964 . . 11,730 . . . . . . 57.4
Dominican Republic 5,700 9,700 8 0 –429 1,404 1,338 23 4,771 28 38.0
Ecuador 4,872 3,417 9 6 955 944 690 12 14,506 76 0.0
Egypt, Arab Rep. 4,700 13,600 37 0 –1,708 1,558 1,065 25 30,404 27 100.6
El Salvador 2,933 4,888 50 7 –242 360 231 30 4,014 31 42.3
Eritrea . . . . . . . . –282 0 0 37 254 19 . .
Estonia 3,160 4,265 69 13 –295 569 305 57 2,879 55 40.0
Ethiopia 450 1,100 . . . . –709 78 90 10 5,551 55 63.3
Finland 45,511 33,702 85 24 7,588 . . 4,649 . . . . . . 55.8
France 298,127 305,444 81 23 36,579 . . 38,828 . . . . . . . .
Georgia 320 645 . . . . –220 86 82 44 1,652 45 21.6
Germany 551,566 500,060 84 17 –19,313 . . 52,232 . . . . . . 145.2
Ghana 1,400 2,400 20 14 –766 –16 17 32 6,928 66c 38.7
Greece 10,609 28,254 50 10 –4,860 . . 984 . . . . . . 102.4
Guatemala 2,630 4,750 34 9 –1,026 98 155 26 4,660 24 16.9
Guinea 940 1,200 20 0 –138 63 63 33 3,518 72 8.7
Haiti 170 1,130 84 4 –38 30 30 34 1,190 17 30.9
Honduras 1,450 2,865 32 3 –211 251 230 129 5,333 63 31.5
Hungary 28,090 32,080 85 23 –2,101 4,961 1,950 25 29,042 60 52.1
India 42,358 49,830 76 6 –3,699 1,813 2,169 1 94,393 16 48.2
Indonesia 62,016 33,547 54 10 5,785 –8,416 –2,745 11 150,096 114 66.2
Iran, Islamic Rep. 30,170 14,900 8 1 –1,897 –1,385 85 3 10,357 9 49.3
Ireland 77,102 50,202 85 47 595 . . 19,091 . . . . . . 93.8
Israel 31,338 38,130 93 19 –1,881 . . 2,363 148 . . . . 86.6
Italy 234,613 233,277 89 8 6,304 . . 6,783 . . . . . . 92.0
Jamaica 1,350 3,170 70 0 –256 425 524 –9 3,913 61 46.8
Japan 479,328 379,514 94 27 106,865 . . 12,308 . . . . . . 143.9
Jordan 1,960 4,580 56 2 390 112 158 91 8,947 104 84.8
Kazakhstan 9,140 5,100 25 8 –171 1,477 1,587 11 5,764 38 14.5
Kenya 1,650 3,200 23 4 11 –51 14 10 6,562 49 48.0
Korea, Rep. 172,620 160,493 91 32 24,477 6,409 9,333 –1 129,784 31 104.1
Kuwait 22,700 7,640 20 1 5,062 . . 72 4 . . . . 110.3
Kyrgyz Republic 505 565 20 6 –185 –16 36 55 1,699 105 12.6
Lao PDR 300 560 . . . . 90 79 79 58 2,527 100 10.7
Latvia 1,865 3,210 57 4 –647 303 348 40 2,657 37 24.2
Lebanon 714 6,228 . . . . –5,626 1,771 250 45 8,441 51 182.3
Lesotho 180 720 . . . . –221 168 163 15 686 41 4.0
Lithuania 3,860 5,385 67 12 –1,194 1,148 487 35 3,584 33 14.5
Macedonia, FYR 1,365 2,220 72 2 –109 51 30 135 1,433 37 15.7
Madagascar 260 660 50 3 –289 52 58 24 4,409 80 15.2
Malawi 410 610 . . . . . . 60 60 41 2,751 76c 7.2
Malaysia 98,237 82,210 80 59 12,606 3,247 1,553 6 45,939 64 143.9
*Taiwan, China 148,370 140,010 95 40 5,861 . . . . . . . . . . . .
Note: For data comparability and coverage, see the technical notes. Figures in italics are for years other than those specified.
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Table 4. Trade, aid, and finance
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Mali 510 690 1 7 –178 19 19 33 3,183 57c 14.7
Mauritania 400 340 . . . . 140 0 2 84 2,528 169 0.3
Mexico 166,415 182,635 85 21 –14,166 26,780 11,786 0 166,960 37 26.1
Moldova 470 780 27 4 –34 12 34 24 943 73 25.3
Mongolia 400 440 . . . . –52 28 30 92 891 59 6.7
Morocco 7,210 10,630 49 0 –167 –118 3 24 19,060 51 93.4
Mozambique 235 890 . . . . –429 374 384 7 6,959 28c 11.2
Myanmar 1,310 2,450 . . . . –232 203 216 2 5,999 . . 26.8
Namibia 1,350 1,470 . . . . 204 . . 114 104 . . . . 48.0
Nepal 795 1,590 69 . . –168 –8 4 15 2,970 32 43.5
Netherlands 211,731 196,980 70 33 17,576 . . 43,189 . . . . . . . .
New Zealand 13,347 14,065 33 15 –3,596 . . 1,410 . . . . . . 118.1
Nicaragua 625 1,792 9 6 –587 382 300 137 6,986 278c 3.4
Niger 320 450 2 5 –174 –8 15 18 1,621 55c 8.9
Nigeria 20,100 12,910 1 13 506 860 1,005 1 29,358 90 12.4
Norway 58,058 33,758 27 17 5,961 . . 7,900 . . . . . . 60.4
Pakistan 9,132 11,060 84 0 –2,187 53 530 5 34,269 43 49.0
Panama 800 3,406 17 1 –1,376 620 22 5 6,837 78 110.6
Papua New Guinea 2,050 1,150 9 . . 120 499 297 46 2,695 77 27.0
Paraguay 852 2,252 15 3 –235 109 72 14 2,514 31 27.5
Peru 6,982 8,790 21 5 –1,822 3,140 1,969 18 32,284 63 26.2
Philippines 40,000 34,600 41 59 7,910 4,915 573 9 52,022 64 62.9
Poland 31,590 49,290 77 3 –12,487 10,452 7,270 25 54,268 33 37.6
Portugal 23,267 37,911 87 5 –9,629 . . 1,127 . . . . . . 103.9
Romania 10,365 13,055 78 4 –1,297 714 1,041 17 9,367 26 13.6
Russian Federation 105,200 44,200 25 16 20,960 3,780 3,309 12 173,940 72 23.9
Rwanda 58 215 . . . . –2 2 2 45 1,292 36 12.9
Saudi Arabia 84,060 32,800 13 0 412 . . –782 1 . . . . 85.7
Senegal 1,020 1,570 57 13 –308 54 60 58 3,705 53 25.1
Sierra Leone 12 150 . . . . . . 1 1 15 1,249 136 53.0
Singapore 137,953 134,675 86 61 21,254 . . 6,984 0 . . . . 89.6
Slovak Republic 11,870 12,785 82 5 –1,155 281 354 59 9,150 44 60.2
Slovenia 8,770 10,150 90 4 –782 . . 181 16 . . . . 47.0
South Africa 29,985e 29,695e 55e 8 –553 4,533 1,376 13 24,158 19 76.6
Spain 113,747 153,516 78 8 –13,761 . . 15,541 . . . . . . 108.9
Sri Lanka 5,410 7,205 75 3 –493 109 177 13 9,472 46 37.8
Sweden 86,715 72,646 83 22 5,982 . . 59,386 . . . . . . 79.3
Switzerland 80,537 82,543 92 22 29,119 . . 9,944 . . . . . . 178.8
Syrian Arab Republic 4,400 3,800 7 . . 201 87 91 15 22,369 138 30.4
Tajikistan 785 710 . . . . 67 10 24 20 889 66 . .
Tanzania 658 1,540 16 6 –635 171 183 30 7,967 53 11.7
Thailand 68,920 62,040 74 32 12,428 2,471 6,213 17 96,335 79 122.0
Togo 320 490 18 1 –127 30 30 16 1,500 82 22.6
Tunisia 5,970 8,740 80 3 –443 739 350 26 11,872 59 73.2
Turkey 27,324 53,983 78 4 –1,364 8,667 783 0 101,796 52 1.8
Turkmenistan 2,700 1,400 . . . . –571 –54 80 4 2,015 52 30.5
Uganda 380 1,650 3 11 –746 221 222 27 4,077 27c 12.1
Ukraine 14,550 14,000 . . . . 1,658 371 496 10 14,136 43 23.1
United Kingdom 280,061 331,661 83 30 –15,981 . . 84,476 . . . . . . 136.1
United States 782,429 1,258,027 83 35 –331,481 . . 275,535 . . . . . . 161.3
Uruguay 2,375 3,542 38 2 –605 65 229 7 7,447 37 54.3
Uzbekistan 3,010 2,810 . . . . –14 658 113 5 4,573 25 . .
Venezuela, RB 32,800 16,250 12 3 3,689 3,130 3,187 2 35,852 37 14.4
Vietnam 14,308 15,200 . . . . –64 828 1,609 18 23,260 76 35.0
Yemen, Rep. 4,200 2,200 1 . . 769 –150 –150 27 4,610 58 5.3
Yugoslavia, Fed. Rep. 1,727 3,698 . . . . . . 0 0 60f 12,949g . . . .
Zambia 780 800 . . . . . . 151 163 63 5,853 175 78.1
Zimbabwe 1,600 1,700 27 2 . . 70 59 21 4,566 77 48.6
World 6,350,105 t 6,550,720 t 79 w 21 w . . s 912,520 s 10 w . . s 126.9 w
Low income 217,569 200,257 51 6 2,255 9,750 9 570,711 43.3
Middle income 1,529,860 1,417,789 66 21 217,184 175,640 9 1,989,925h 69.4

Lower middle income 656,925 570,941 58 19 73,441 64,842 9 873,475 91.4
Upper middle income 872,934 846,841 72 23 143,743 110,798 6 1,116,450h 52.6

Low & middle income 1,747,436 1,618,121 64 20 219,440 185,390 10 2,560,636h 65.1
East Asia & Pacific 711,806 621,336 81 31 51,062 56,041 5 674,693 116.2
Europe & Central Asia 306,731i 311,632i 56i 10 43,164 26,534 23 486,059 23.6
Latin America & Carib. 357,646 381,551 48 14 111,315 90,335 12 812,763 37.6
Middle East & N. Africa 214,254 137,948 17 1 1,277 1,461 18 206,163 78.5
South Asia 63,736 79,157 79 4 2,172 3,070 3 164,600 46.9
Sub-Saharan Africa 93,246 86,396 39 9 10,449 7,949 20 216,359 42.6

High income 4,602,927 4,932,665 82 22 . . 727,130 2 . . 147.4
a. Regional aggregates include data for economies that are not specified elsewhere. World and income group totals include aid not allocated by country or region. 
b. Includes Luxembourg. c. Data are from debt sustainability analysis undertaken as part of the Heavily Indebted Poor Countries (HIPC) initiative. d. Includes re-exports.
e. Data on total exports and imports refer to South Africa only. Data on export commodity shares refer to the South African Customs Union (Botswana, Lesotho, Namibia,
South Africa, and Swaziland). f. Aid to the states of the former Socialist Federal Republic of Yugoslavia that is not otherwise specified is included in regional and income
group aggregates. g. Data are estimates and reflect borrowings by the former Socialist Federal Republic of Yugoslavia that are not yet allocated to the successor republics. 
h. Includes data for Gibraltar not included in other tables. i. Data include the intratrade of the Baltic states and the Commonwealth of Independent States. 
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Afghanistan 26,550 4.1 41 . . . . c . . . . . . 46 220 64 1,153
American Samoa 65 . . 325 . . . .d . . . . . . . . . . . . 282
Andorra 67 . . 149 . . . .e . . . . . . . . . . . . . .
Antigua and Barbuda 68 0.6 155 625 9,190 653 9,610 0.8 75 20 . . 337
Aruba 101 . . 532 1,657 f 16,900 f . . . . . . . . . . . . 1,872
Bahamas, The 302 1.7 30 4,533 15,010 4,981 16,490 3.1 73 21 4 1,740
Bahrain 690 3.2 1,000 4,909 7,640 7,798 12,130 . . 73 12 13 14,932
Barbados 268 0.4 623 2,487 9,280 3,958 14,770 2.0 76 18 . . 984
Belize 255 3.0 11 751 2,940 1,313 5,140 4.6 72 37 7 388
Bermuda 63 . . 1,260 . . . .e . . . . . . . . . . . . 462
Bhutan 805 2.9 17 441 550 1,088g 1,350g 3.9 61 . . . . 472
Bosnia and Herzegovina 3,923 –1.3 77 4,930 1,260 . . . . 8.4 73 18 . . 4,537
Brunei 328 2.4 62 7,754 24,630 7,974g 25,320 g . . 76 11 9 5,454
Cape Verde 441 2.6 109 587 1,330 2,063g 4,680g 1.9 69 50 26 121
Cayman Islands 35 . . 135 . . . .e . . . . . . . . . . . . 282
Channel Islands 149 0.4 481 . . . .e . . . . . . 79 . . . . . .
Comoros 558 2.6 250 213 380 834g 1,490g –3.6 61 86 41 66
Cuba 11,234 0.6 102 . . . .h . . . . . . 76 8 3 25,967
Cyprus 766 1.2 83 9,086 11,950 14,511g 19,080g . . 78 9 3 5,954
Djibouti 660 2.4 28 556 840 . . . . 0.4 47 177 37 366
Dominica 73 0.1 97 238 3,260 381 5,210 1.0 76 18 . . 81
Equatorial Guinea 454 2.5 16 516 1,170 2,166 4,770 18.3 51 170 18 612
Faeroe Islands 45 . . 32 . . . .e . . . . . . . . . . . . 634
Fiji 810 1.0 44 1,480 1,830 3,645 4,500 –9.0 73 22 7 797
French Polynesia 234 1.7 64 4,064 17,370 5,501g 23,510g 2.6 73 13 . . 561
Gabon 1,237 2.5 5 3,928 3,180 6,719 5,430 –0.4 53 133 . . 3,430
Gambia, The 1,286 3.3 129 422 330 2,109g 1,640g 2.4 53 110 64 216
Greenland 56 . . 0 . . . .e . . . . . . . . . . . . 520
Grenada 98 0.5 288 345 3,520 640 6,540 4.1 72 18 . . 183
Guam 155 1.4 281 . . . .e . . . . . . 78 10 . . 4,078
Guinea–Bissau 1,207 2.2 43 221 180 843g 700g 6.7 44 214 62 231
Guyana 863 0.8 4 667 770 3,016g 3,490g 1.7 64 76 2 1,022
Iceland 281 1.0 3 8,736 31,090 8,084 28,770 2.3 79 5 . . 2,140
Iraq 23,264 2.5 53 . . . .h . . . . . . 59 128 45 92,339
Isle of Man 75 . . 131 . . . .d . . . . . . . . . . . . . .
Kiribati 91 2.3 124 86 950 . . . . –4.2 61 72 . . 22
Korea, Dem. Rep. 23,620 1.4 196 . . . . c . . . . . . 60 93 . . 260,532
Liberia 3,130 2.5 32 . . . . c . . . . . . 47 188 47 339
Libya 5,540 2.3 3 . . . .d . . . . . . 71 28 21 43,462
Liechtenstein 32 . . 200 . . . .e . . . . . . . . . . . . . .
Luxembourg 438 1.4 169 19,420 44,340 19,892 45,410 6.6 77 5 . . 8,241
Macao, China 442 1.8 . . 6,161 14,200 7,350g 16,940 g . . 78 . . . . 1,473
Maldives 276 2.6 920 403 1,460 1,348g 4,880c 5.0 68 35 4 304
Malta 382 0.8 1,194 3,566 9,410 5,963g 15,730 g . . 77 7 8 1,759
Marshall Islands 52 . . 287 102 1,970 . . . . –1.4 . . . . . . . .
Mauritius 1,186 1.2 584 4,512 3,800 11,795 9,940 7.5 71 23 16 1,704
Mayotte 145 . . 388 . . . .d . . . . . . . . . . . . . .
Micronesia, Fed. Sts. 118 2.1 168 250 2,110 . . . . 1.2 68 33 . . . .
Monaco 32 . . 16,410 . . . .e . . . . . . . . . . . . . .
Netherlands Antilles 217 1.4 271 . . . .e . . . . . . 76 16 4 6,760
New Caledonia 213 2.4 12 3,203 15,060 4,654 21,880 0.3 73 12 . . 1,801
Northern Mariana Islands 72 . . 151 . . . .e . . . . . . . . . . . . . .
Oman 2,395 3.9 11 15,607 f 6,720 f . . . . . . 73 24 30 18,418
Palau 19 . . 41 . . . .d . . . . . . . . . . . . 238
Puerto Rico 3,920 1.0 442 . . . .d . . . . . . 76 . . 7 17,054
Qatar 585 1.9 53 . . . .e . . . . . . 75 22 19 38,264
Samoa 169 0.6 60 246 1,460 861g 5,090g 6.6 69 . . 20 132
San Marino 27 . . 450 . . . .e . . . . . . . . . . . . . .
São Tomé and Principe 149 2.6 155 43 290 . . . . 0.8 65 66 . . 77
Seychelles 81 1.5 181 593 7,310 . . . . –0.3 72 15 . . 198
Solomon Islands 442 3.2 16 278 630 765g 1,730g –16.5 71 26 . . 161
Somalia 9,711 2.2 15 . . . . c . . . . . . 48 203 . . 30
St. Kitts and Nevis 41 –0.2 114 273 6,660 456 11,120 3.5 71 . . . . 103
St. Lucia 156 1.5 256 634 4,070 853 5,470 –1.2 72 19 . . 198
St. Vincent and the Grenadines 115 0.7 295 309 2,690 584g 5,080g –0.1 73 19 . . 132
Sudan 29,677 2.1 12 9,596 320 . . . . . . 56 109 43 3,809
Suriname 415 0.3 3 558 1,350 1,467g 3,550 g . . 70 34 . . 2,135
Swaziland 1,045 3.1 61 1,350 1,290 4,882g 4,670g 0.6 46 113 21 399
Tonga 100 0.4 139 166 1,660 . . . . 5.5 71 24 . . 121
Trinidad and Tobago 1,301 0.7 254 6,477 4,980 10,844 8,340 4.9 73 20 6 22,291
United Arab Emirates 2,905 4.5 35 49,205 18,060 52,924g 19,430 g . . 75 9 25 82,488
Vanuatu 200 3.0 16 228 1,140 587 2,940 –1.3 65 44 . . 62
Virgin Islands (U.S.) 121 1.5 356 . . . .e . . . . . . 77 12 . . 11,553
West Bank and Gaza 2,945 3.9 . . 4,745 1,610 . . . . –9.6 72 26 . . . .
a. Preliminary World Bank estimates calculated using the World Bank Atlas method. b. Purchasing power parity; see the Technical Notes c. Estimated to be low income
($755 or less). d. Estimated to be upper middle income ($2,996 to $9,265). e. Estimated to be high income ($9,266 or more). f. Refers to GDP and GDP per capita. 
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Table 1a. Key indicators for other economies
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East Asia and the Pacific
American Samoa UMC
Cambodia LIC
China LMC
Fiji LMC
Indonesia LIC
Kiribati LMC
Korea, Dem. Rep. LIC
Korea, Rep. UMC
Lao PDR LIC
Malaysia UMC
Marshall Islands LMC
Micronesia, Fed. Sts. LMC
Mongolia LIC
Myanmar LIC
Palau UMC
Papua New Guinea LMC
Philippines LMC
Samoa LMC
Solomon Islands LIC
Thailand LMC
Tonga LMC
Vanuatu LMC
Vietnam LIC

Europe and Central Asia 
Albania LMC
Armenia LIC
Azerbaijan LIC
Belarus LMC
Bosnia and Herzegovina LMC
Bulgaria LMC
Croatia UMC
Czech Republic UMC
Estonia UMC
Georgia LIC
Hungary UMC
Isle of Man UMC
Kazakhstan LMC
Kyrgyz Republic LIC
Latvia LMC
Lithuania LMC
Macedonia, FYR LMC
Moldova LIC
Poland UMC
Romania LMC
Russian Federation LMC
Slovak Republic UMC
Tajikistan LIC
Turkey UMC
Turkmenistan LMC
Ukraine LIC
Uzbekistan LIC
Yugoslavia, Fed. Rep. LMC

Latin America and the Caribbean 
Antigua and Barbuda UMC
Argentina UMC
Belize LMC
Bolivia LMC
Brazil UMC
Chile UMC
Colombia LMC
Costa Rica UMC
Cuba LMC
Dominica UMC
Dominican Republic LMC
Ecuador LMC
El Salvador LMC
Grenada UMC
Guatemala LMC
Guyana LMC
Haiti LIC
Honduras LMC
Jamaica LMC
Mexico UMC
Nicaragua LIC
Panama UMC
Paraguay LMC
Peru LMC
Puerto Rico UMC
St. Kitts and Nevis UMC
St. Lucia UMC
St. Vincent and the

Grenadines LMC
Suriname LMC
Trinidad and Tobago UMC
Uruguay UMC
Venezuela, RB UMC

Middle East and North Africa
Algeria LMC
Bahrain UMC
Djibouti LMC
Egypt, Arab Rep. LMC
Iran, Islamic Rep. LMC
Iraq LMC
Jordan LMC
Lebanon UMC
Libya UMC
Morocco LMC
Oman UMC
Saudi Arabia UMC
Syrian Arab Republic LMC
Tunisia LMC
West Bank and Gaza LMC
Yemen, Rep. LIC

South Asia
Afghanistan LIC
Bangladesh LIC
Bhutan LIC
India LIC
Maldives LMC
Nepal LIC
Pakistan LIC
Sri Lanka LMC

Sub-Saharan Africa
Angola LIC
Benin LIC
Botswana UMC
Burkina Faso LIC
Burundi LIC
Cameroon LIC
Cape Verde LMC
Central African Republic LIC
Chad LIC
Comoros LIC
Congo, Dem. Rep. LIC
Congo, Rep. LIC
Côte d’Ivoire LIC
Equatorial Guinea LMC
Eritrea LIC
Ethiopia LIC
Gabon UMC
Gambia, The LIC
Ghana LIC
Guinea LIC
Guinea-Bissau LIC
Kenya LIC
Lesotho LIC
Liberia LIC
Madagascar LIC
Malawi LIC
Mali LIC
Mauritania LIC
Mauritius UMC
Mayotte UMC
Mozambique LIC
Namibia LMC
Niger LIC
Nigeria LIC
Rwanda LIC
São Tomé and Principe LIC
Senegal LIC
Seychelles UMC
Sierra Leone LIC
Somalia LIC
South Africa UMC
Sudan LIC
Swaziland LMC
Tanzania LIC
Togo LIC
Uganda LIC
Zambia LIC
Zimbabwe LIC

High income OECD
Australia
Austria
Belgium
Canada
Denmark
Finland
France
Germany
Greece
Iceland
Ireland
Italy
Japan
Luxembourg
Netherlands
New Zealand
Norway
Portugal
Spain
Sweden
Switzerland
United Kingdom
United States

Other high income
Andorra
Aruba
Bahamas, The
Barbados
Bermuda
Brunei
Cayman Islands
Channel Islands
Cyprus
Faeroe Islands
French Polynesia
Greenland
Guam
Hong Kong, China
Israel
Kuwait
Liechtenstein
Macao, China
Malta
Monaco
Netherlands Antilles
New Caledonia
Northern Mariana Islands
Qatar
San Marino
Singapore
Slovenia
Taiwan, China
United Arab Emirates
Virgin Islands (U.S.)
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Classification of economies by region and income, 2001

This table classifies all World Bank member economies, and all other economies with populations of more than 30,000. Economies are divided among income groups accord-
ing to 2000 GNI per capita, calculated using the World Bank Atlas method. The groups are: low income (LIC), $755 or less; lower middle income (LMC), $756–2,995;
upper middle income (UMC), $2,996–9,265; and high income, $9,266 or more.

Source: World Bank data.



These technical notes discuss the sources and methods
used to compile the indicators included in this edition
of Selected World Development Indicators. The notes

follow the order in which the indicators appear in the tables.
For the first time the Selected World Development Indicators
uses terminology in line with the 1993 System of National Ac-
counts (SNA). For example, in the 1993 SNA gross national in-
come replaces gross national product. See the technical notes for
tables 1 and 3 for other examples. 

Sources

The data published in the Selected World Development In-
dicators are taken from World Development Indicators 2001.
Where possible, however, revisions reported since the clos-
ing date of that edition have been incorporated. In addition,
newly released estimates of population and gross national in-
come (GNI) per capita for 2000 are included in table 1. 

The World Bank draws on a variety of sources for the sta-
tistics published in the World Development Indicators. Data
on external debt are reported directly to the World Bank by
developing member countries through the Debtor Report-
ing System. Other data are drawn mainly from the United
Nations and its specialized agencies, from the International
Monetary Fund (IMF), and from country reports to the
World Bank. Bank staff estimates are also used to improve
currentness or consistency. For most countries, national ac-
counts estimates are obtained from member governments
through World Bank economic missions. In some instances
these are adjusted by staff to ensure conformity with inter-
national definitions and concepts. Most social data from na-
tional sources are drawn from regular administrative files,
special surveys, or periodic censuses. 

For more detailed notes about the data, please refer to the
World Bank’s World Development Indicators 2001.

Data consistency and reliability 

Considerable effort has been made to standardize the data,
but full comparability cannot be assured, and care must be
taken in interpreting the indicators. Many factors affect data
availability, comparability, and reliability: statistical systems
in many developing economies are still weak; statistical
methods, coverage, practices, and definitions differ widely;
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and cross-country and intertemporal comparisons involve
complex technical and conceptual problems that cannot be
unequivocally resolved. For these reasons, although the data
are drawn from the sources thought to be most authorita-
tive, they should be construed only as indicating trends and
characterizing major differences among economies rather
than offering precise quantitative measures of those differ-
ences. Also, national statistical agencies tend to revise their
historical data, particularly for recent years. Thus, data of
different vintages may be published in different editions of
World Bank publications. Readers are advised not to com-
pile such data from different editions. Consistent time se-
ries are available from the World Development Indicators
2001 CD-ROM. 

Ratios and growth rates 

For ease of reference, the tables usually show ratios and rates
of growth rather than the simple underlying values. Values
in their original form are available from the World Develop-
ment Indicators 2001 CD-ROM. Unless otherwise noted,
growth rates are computed using the least-squares regression
method (see Statistical methods below). Because this method
takes into account all available observations during a period,
the resulting growth rates reflect general trends that are not
unduly influenced by exceptional values. To exclude the ef-
fects of inflation, constant price economic indicators are
used in calculating growth rates. Data in italics are for a year
or period other than that specified in the column heading—
up to two years before or after for economic indicators and
up to three years for social indicators, because the latter tend
to be collected less regularly and change less dramatically
over short periods. 

Constant price series 

An economy’s growth is measured by the increase in value
added produced by the individuals and enterprises operat-
ing in that economy. Thus, measuring real growth requires
estimates of GDP and its components valued in constant
prices. The World Bank collects constant price national ac-
counts series in national currencies and recorded in the
country’s original base year. To obtain comparable series of
constant price data, it rescales GDP and value added by in-
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dustrial origin to a common reference year, currently 1995.
This process gives rise to a discrepancy between the rescaled
GDP and the sum of the rescaled components. Because allo-
cating the discrepancy would give rise to distortions in the
growth rate, it is left unallocated. 

Summary measures 

The summary measures for regions and income groups, pre-
sented at the end of most tables, are calculated by simple ad-
dition when they are expressed in levels. Aggregate growth
rates and ratios are usually computed as weighted averages.
The summary measures for social indicators are weighted by
population or subgroups of population, except for infant
mortality, which is weighted by the number of births. See
the notes on specific indicators for more information. 

For summary measures that cover many years, calcula-
tions are based on a uniform group of economies so that the
composition of the aggregate does not change over time.
Group measures are compiled only if the data available for a
given year account for at least two-thirds of the full group,
as defined for the 1995 benchmark year. As long as this cri-
terion is met, economies for which data are missing are as-
sumed to behave like those that provide estimates. Readers
should keep in mind that the summary measures are esti-
mates of representative aggregates for each topic and that
nothing meaningful can be deduced about behavior at the
country level by working back from group indicators. In ad-
dition, the estimation process may result in discrepancies be-
tween subgroup and overall totals. 

Table 1. Key indicators of development

Population is based on the de facto definition, which counts
all residents, regardless of legal status or citizenship, except
for refugees not permanently settled in the country of asy-
lum, who are generally considered part of the population of
the country of origin. 

Average annual population growth rate is the exponen-
tial rate of change for the period (see the section on statisti-
cal methods below). 

Population density is midyear population divided by
land area. Land area is a country’s total area excluding areas
under inland bodies of water and coastal waterways. Density
is calculated using the most recently available data on land
area.

Gross national income (GNI—formerly gross national
product or GNP), the broadest measure of national income,
measures total value added from domestic and foreign
sources claimed by residents. GNI comprises gross domestic
product (GDP) plus net receipts of primary income from
foreign sources. Data are converted from national currency
to current U.S. dollars using the World Bank Atlas method.
This involves using a three-year average of exchange rates to
smooth the effects of transitory exchange rate fluctuations.
(See the section on statistical methods below for further dis-
cussion of the Atlas method.)

GNI per capita is GNI divided by midyear population.
It is converted into current U.S. dollars by the Atlas method.
The World Bank uses GNI per capita in U.S dollars to clas-

sify economies for analytical purposes and to determine bor-
rowing eligibility. 

PPP Gross national income, which is GNI converted
into international dollars using purchasing power parity
(PPP) conversion factors, is included because nominal ex-
change rates do not always reflect international differences
in relative prices. At the PPP rate, one international dollar
has the same purchasing power over domestic GNI that the
U.S. dollar has over U.S. GNI. PPP rates allow a standard
comparison of real price levels between countries, just as con-
ventional price indexes allow comparison of real values over
time. The PPP conversion factors used here are derived from
the most recent round of price surveys conducted by the In-
ternational Comparison Programme, a joint project of the
World Bank and the regional economic commissions of the
United Nations. This round of surveys, completed in 1996
and covering 118 countries, is based on a 1993 reference
year. Estimates for countries not included in the survey are
derived from statistical models using available data.

PPP GNI per capita is PPP GNI divided by midyear
population.

Gross domestic product (GDP) per capita growth is
based on GDP measured in constant prices. Growth in GDP
is considered a broad measure of the growth of an economy.
GDP in constant prices can be estimated by measuring the
total quantity of goods and services produced in a period,
valuing them at an agreed set of base year prices, and sub-
tracting the cost of intermediate inputs, also in constant
prices. See the section on statistical methods for details of the
least-squares growth rate.

Life expectancy at birth is the number of years a new-
born infant would live if patterns of mortality prevailing at
its birth were to stay the same throughout its life. 

Under-5 mortality rate is the probability that a child
born in the indicated year will die before reaching age 5, if
the child is subject to current age specific mortality rates. The
probability is expressed as a rate per 1,000. 

Age specific mortality data such as infant and child mor-
tality rates, along with life expectancy at birth, are probably
the best general indicators of a community’s current health
status and are often cited as overall measures of a popula-
tion’s welfare or quality of life. The main sources of mortal-
ity data are vital registration systems and direct or indirect
estimates based on sample surveys or censuses. Because civil
registers with relatively complete vital registration systems
are fairly uncommon in developing countries, estimates must
be obtained from sample surveys or derived by applying
indirect estimation techniques to registration, census, or
survey data. Indirect estimates rely on estimated actuarial
(“life”) tables, which may be inappropriate for the popula-
tion concerned. Because life expectancy at birth is con-
structed using infant mortality data and model life tables,
similar reliability issues may arise for this indicator. Life ex-
pectancy at birth and age specific mortality rates are gener-
ally estimates based on the most recently available census or
survey; see the Primary data documentation table in World
Development Indicators 2001. 
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Adult illiteracy rate is the percentage of persons aged 15
and above who cannot, with understanding, read and write
a short, simple statement about their everyday life. Measur-
ing literacy using such a definition requires census or sample
survey measurements under controlled conditions. In prac-
tice, many countries estimate the number of illiterate adults
from self-reported data or from estimates of school comple-
tion rates. Because of these differences in method, compar-
isons across countries—and even over time within coun-
tries—should be made with caution. 

Carbon dioxide emissions (CO2) measures those emis-
sions stemming from the burning of fossil fuels and the man-
ufacture of cement. These include carbon dioxide produced
during consumption of solid, liquid, and gas fuels and from
gas flaring. 

The Carbon Dioxide Information Analysis Center
(CDIAC), sponsored by the U.S. Department of Energy, cal-
culates annual anthropogenic emissions of CO2. These cal-
culations are derived from data on fossil fuel consumption,
based on the World Energy Data Set maintained by the
UNSD, and from data on world cement manufacturing,
based on the Cement Manufacturing Data Set maintained
by the U.S. Bureau of Mines. Each year the CDIAC recal-
culates the entire time series from 1950 to the present, in-
corporating its most recent findings and the latest corrections
to its database. Estimates exclude fuels supplied to ships and
aircraft engaged in international transportation because of
the difficulty of apportioning these fuels among the coun-
tries benefiting from that transport. 

Table 2. Poverty and income distribution 

Survey year is the year in which the underlying data were
collected. 

Rural population below the national poverty line is
the percentage of the rural population living below the rural
poverty line determined by national authorities. Urban pop-
ulation below the national poverty line is the percentage
of the urban population living below the urban poverty line
determined by national authorities. Total population below
the national poverty line is the percentage of the total pop-
ulation living below the national poverty line. National esti-
mates are based on population weighted subgroup estimates
from household surveys. 

Population below $1 PPP a day and $2 PPP a day are
the percentages of the population living on less than $1.08 a
day and $2.15 a day at 1993 international prices (equivalent
to $1 and $2 in 1985 prices adjusted for purchasing power
parity). Poverty rates are comparable across countries, but as
a result of revisions in PPP exchange rates, they cannot be
compared with poverty rates reported in previous editions
for individual countries.

Poverty gap at $1 PPP a day and Poverty gap at $2
PPP a day is the mean shortfall below the poverty line
(counting the non-poor as having zero shortfall), expressed
as a percentage of the poverty line. This measure reflects the
depth of poverty as well as its incidence.

International comparisons of poverty data entail both
conceptual and practical problems. Different countries have

different definitions of poverty, and consistent comparisons
between countries can be difficult. Local poverty lines tend
to have higher purchasing power in rich countries, where
more generous standards are used than in poor countries. Is
it reasonable to treat two people with the same standard of
living—in terms of their command over commodities—dif-
ferently because one happens to live in a better-off country?
Can we hold the real value of the poverty line constant across
countries, just as we do when making comparisons over time?

Poverty measures based on an international poverty line
attempt to do this. The $1 a day standard, measured in 1985
international prices and adjusted to local currency using pur-
chasing power parities (PPPs), was chosen for the World
Bank’s World Development Report 1990: Poverty because it is
typical of the poverty lines in low-income countries. PPP ex-
change rates, such as those from the Penn World Tables or
the World Bank, are used because they take into account the
local prices of goods and services not traded internationally.
But PPP rates were designed not for making international
poverty comparisons but for comparing aggregates from na-
tional accounts. As a result, there is no certainty that an in-
ternational poverty line measures the same degree of need or
deprivation across countries.

Past editions of the World Development Indicators and the
Selected World Development Indicators used PPPs from the
Penn World Tables. Because the Penn World Tables up-
dated to 1993 are not yet available, this year’s edition (like
last year’s) uses 1993 consumption PPP estimates produced
by the World Bank. The international poverty line, set at 
$1 a day in 1985 PPP terms, has been recalculated in 1993
PPP terms at about $1.08 a day. Any revisions in the PPP of
a country to incorporate better price indexes can produce
dramatically different poverty lines in local currency.

Problems also exist in comparing poverty measures within
countries. For example, the cost of living is typically higher
in urban than in rural areas. (Food staples, for example, tend
to be more expensive in urban areas.) So the urban monetary
poverty line should be higher than the rural poverty line. But
it is not always clear that the difference between urban and
rural poverty lines found in practice properly reflects the dif-
ference in the cost of living. In some countries the urban
poverty line in common use has a higher real value—mean-
ing that it allows the purchase of more commodities for con-
sumption—than does the rural poverty line. Sometimes the
difference has been so large as to imply that the incidence of
poverty is greater in urban than in rural areas, even though
the reverse is found when adjustments are made only for dif-
ferences in the cost of living. As with international compar-
isons, when the real value of the poverty line varies, it is not
clear how meaningful such urban-rural comparisons are.

The problems of making poverty comparisons do not end
there. More issues arise in measuring household living stan-
dards. The choice between income and consumption as a
welfare indicator is one issue. Income is generally more diffi-
cult to measure accurately, and consumption accords better
with the idea of the standard of living than does income,
which can vary over time even if the standard of living does
not. But consumption data are not always available, and
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when they are not there is little choice but to use income.
There are still other problems. Household survey question-
naires can differ widely, for example, in the number of dis-
tinct categories of consumer goods they identify. Survey
quality varies, and even similar surveys may not be strictly
comparable.

Comparisons across countries at different levels of devel-
opment also pose a potential problem, because of differences
in the relative importance of consumption of nonmarket
goods. The local market value of all consumption in kind
(including consumption from own production, particularly
important in underdeveloped rural economies) should be in-
cluded in the measure of total consumption expenditure.
Similarly, the imputed profit from production of nonmarket
goods should be included in income. This is not always
done, though such omissions were a far bigger problem in
surveys before the 1980s. Most survey data now include val-
uations for consumption or income from own production.
Nonetheless, valuation methods vary. For example, some
surveys use the price in the nearest market, while others use
the average farm gate selling price.

Whenever possible, consumption has been used as the
welfare indicator for deciding who is poor. When only
household income was available, average income has been
adjusted to accord with either a survey-based estimate of
mean consumption (when available) or an estimate based on
consumption data from national accounts. This procedure
adjusts only the mean, however; nothing can be done to cor-
rect for the difference in Lorenz (income distribution) curves
between consumption and income.

Empirical Lorenz curves are weighted by household size,
so they are based on percentiles of population, not house-
holds. In all cases the measures of poverty have been calcu-
lated from primary data sources (tabulations or household
data) rather than existing estimates. Estimation from tabula-
tions requires an interpolation method; the method chosen
was Lorenz curves with flexible functional forms, which have
proved reliable in past work.

Gini index measures the extent to which the distribution
of income (or, in some cases, consumption expenditure)
among individuals or households within an economy devi-
ates from a perfectly equal distribution. A Lorenz curve plots
the cumulative percentages of total income received against
the cumulative number of recipients, starting with the poor-
est individual or household. The Gini index measures the area
between the Lorenz curve and a hypothetical line of absolute
equality, expressed as a percentage of the maximum area
under the line. Thus a Gini index of zero represents perfect
equality, while an index of 100 implies perfect inequality. 

Percentage share of income or consumption is the
share that accrues to subgroups of population indicated by
deciles or quintiles.

Inequality in the distribution of income is reflected in the
percentage shares of either income or consumption accruing
to segments of the population ranked by income or con-
sumption levels. The segments ranked lowest by personal in-
come receive the smallest share of total income. The Gini

index provides a convenient summary measure of the degree
of inequality.

Data on personal or household income or consumption
come from nationally representative household surveys. The
data in the table refer to different years between 1985 and
1999. Footnotes to the survey year indicate whether the
rankings are based on per capita income or consumption.
Each distribution is based on percentiles of population—
rather than of households—with households ranked by in-
come or expenditure per person.

Where the original data from the household survey were
available, they have been used to directly calculate the in-
come (or consumption) shares by quintile. Otherwise, shares
have been estimated from the best available grouped data.

The distribution indicators have been adjusted for house-
hold size, providing a more consistent measure of per capita
income or consumption. No adjustment has been made for
spatial differences in cost of living within countries, because
the data needed for such calculations are generally unavailable.
For further details on the estimation method for low- and
middle-income economies see Ravallion and Chen (1996).

Because the underlying household surveys differ in
method and in the type of data collected, the distribution in-
dicators are not strictly comparable across countries. These
problems are diminishing as survey methods improve and
become more standardized, but achieving strict comparabil-
ity is still impossible. 

Two sources of noncomparability should be noted. First,
the surveys can differ in many respects, including whether
they use income or consumption expenditure as the living
standard indicator. The distribution of income is typically
more unequal than the distribution of consumption. In ad-
dition, the definitions of income used usually differ among
surveys. Consumption is usually a better welfare indicator,
particularly in developing countries. Second, households dif-
fer in size (number of members) and in the extent of income
sharing among members. And individuals differ in age and
consumption needs. Differences among countries in these
respects may bias comparisons of distribution.

World Bank staff have made an effort to ensure that the
data are as comparable as possible. Whenever possible, con-
sumption has been used rather than income. The income
distribution and Gini indexes for high-income countries are
calculated directly from the Luxembourg Income Study
database using an estimation method consistent with that ap-
plied for developing countries.

Table 3. Economic activity

Gross domestic product is gross value added, at purchasers’
prices, by all resident producers in the economy plus any
taxes and minus any subsidies not included in the value of
the products. It is calculated without deducting for depreci-
ation of fabricated assets or for depletion or degradation of
natural resources. Value added is the net output of a sector
after adding up all outputs and subtracting intermediate in-
puts. The industrial origin of value added is determined by
the International Standard Industrial Classification (ISIC)
revision 3. The World Bank conventionally uses the U.S.
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dollar and applies the average official exchange rate reported
by the International Monetary Fund for the year shown. An
alternative conversion factor is applied if the official ex-
change rate is judged to diverge by an exceptionally large
margin from the rate effectively applied to transactions in
foreign currencies and traded products. 

Gross domestic product average annual growth rate is
calculated from constant price GDP data in local currency.

Agricultural productivity refers to the ratio of agricul-
tural value added, measured in constant 1995 U.S. dollars,
to the number of workers in agriculture.

Value added is the net output of an industry after adding
up all out-puts and subtracting intermediate inputs. The in-
dustrial origin of value added is determined by the Interna-
tional Standard Industrial Classification (ISIC) revision 3.

Agriculture value added corresponds to ISIC divisions
1–5 and includes forestry and fishing.

Industry value added comprises mining, manufacturing,
construction, electricity, water, and gas (ISIC divisions 10–45).

Services value added correspond to ISIC divisions
50–99.

Household final consumption expenditure (private
consumption in previous editions) is the market value of all
goods and services, including durable  products (such as cars,
washing machines, and home computers), purchased by
households. It excludes purchases of dwellings but includes
imputed rent for owner-occupied dwellings. It also includes
payments and fees to governments to obtain permits and li-
censes. Here, household consumption expenditure includes
the expenditures of nonprofit institutions serving house-
holds, even when reported separately by the country. In prac-
tice, household consumption expenditure may include any
statistical discrepancy in the use of resources relative to the
supply of resources. 

General government final consumption expenditure
(general government consumption in previous editions) in-
cludes all government current expenditures for purchases of
goods and services (including compensation of employees).
It also includes most expenditures on national defense and
security, but excludes government military expenditures that
are part of government capital formation.

Gross capital formation (gross domestic investment in
previous editions) consists of outlays on additions to the
fixed assets of the economy plus net changes in the level of
inventories. Fixed assets include land improvements (fences,
ditches, drains, and so on); plant, machinery, and equipment
purchases; and the construction of buildings, roads, railways,
and the like, including commercial and industrial buildings,
offices, schools, hospitals, and private dwellings. Inventories
are stocks of goods held by firms to meet temporary or un-
expected fluctuations in production or sales, and “work in
progress.” According to the 1993 SNA net acquisitions of
valuables are also considered capital formation.

External balance of goods and services is exports of
goods and services less imports of goods and services. Trade
in goods and services comprise all transactions between resi-
dents of a country and the rest of the world involving a

change in ownership of general merchandise, goods sent for
processing and repairs, non-monetary gold, and services.

The GDP implicit deflator reflects changes in prices for
all final demand categories, such as government consumption,
capital formation, and international trade, as well as the main
component, private final consumption. It is derived as the
ratio of current to constant price GDP. The GDP deflator
may also be calculated explicitly as a Paasche price index in
which the weights are the current period quantities of output.

National accounts indicators for most developing coun-
tries are collected from national statistical organizations and
central banks by visiting and resident World Bank missions.
Data for high-income economies come from the Organiza-
tion for Economic Co-operation and Development data
files.

Table 4. Trade, aid, and finance

Merchandise exports show the f.o.b. value of goods pro-
vided to the rest of the world valued in U.S. dollars. 

Merchandise imports show the c.i.f. value of goods (the
cost of the goods including insurance and freight) purchased
from the rest of the world valued in U.S. dollars. Data on
merchandise trade come from the World Trade Organiza-
tion (WTO) in its annual report.

Manufactured exports comprise the commodities in
Standard Industrial Trade Classification (SITC) sections 5
(chemicals), 6 (basic manufactures), 7 (machinery and trans-
port equipment), and 8 (miscellaneous manufactured goods),
excluding division 68.

High technology exports are products with high R&D
intensity. They include high-technology products such as in
aerospace, computers, pharmaceuticals, scientific instruments,
and electrical machinery.

Current account balance is the sum of net exports of
goods and services, net income, and net current transfers.

Net private capital flows consist of private debt and non-
debt flows. Private debt flows include commercial bank lend-
ing, bonds, and other private credits; nondebt private flows
are foreign direct investment and portfolio equity investment.

Foreign direct investment is net inflows of investment
to acquire a lasting management interest (10 percent or more
of voting stock) in an enterprise operating in an economy
other than that of the investor. It is the sum of equity capi-
tal, re-investment of earnings, other long-term capital, and
short-term capital, as shown in the balance of payments.
Data on the current account balance, private capital flows,
and foreign direct investment are drawn from the IMF’s Bal-
ance of Payments Statistics Yearbook and International Finan-
cial Statistics.

Official development assistance or official aid cover
net concessional flows to developing countries, transition
economies of  Eastern Europe and the former Soviet Union
and to certain advanced developing countries and territories
as determined by the Development Assistance Committee
(DAC) of the OECD. The flows are from members of the
DAC, multilateral development agencies, and certain Arab
countries. Data on aid are compiled by DAC and published
in its annual statistical report, Geographical Distribution of
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Financial Flows to Aid Recipients, and in the DAC chairman’s
annual report, Development Co-operation.

Total external debt is debt owed to nonresidents re-
payable in foreign currency, goods, or services. It is the sum
of public, publicly guaranteed, and private non-guaranteed
long-term debt, use of IMF credit, and short-term debt.
Short-term debt includes all debt having an original matu-
rity of one year or less and interest in arrears on long-term
debt. 

Present value of debt is the sum of short-term external
debt plus the discounted sum of total debt service payments
due on public, publicly guaranteed, and private nonguaran-
teed long-term external debt over the life of existing loans. 

The main sources of external debt information are reports
to the World Bank through its Debtor Reporting System
from member countries that have received World Bank
loans. Additional information has been drawn from the files
of the World Bank and the IMF. Summary tables of the ex-
ternal debt of developing countries are published annually
in the World Bank’s Global Development Finance.

Domestic credit provided by banking sector includes
all credit to various sectors on a gross basis, with the excep-
tion of credit to the central government, which is net. The
banking sector includes monetary authorities, deposit money
banks, and other banking institutions for which data are
available (including institutions that do not accept transfer-
able deposits but do incur such liabilities as time and savings
deposits). Examples of other banking institutions include
savings and mortgage loan institutions and building and loan
associations. Data are from the IMF’s International Finance
Statitics.

Statistical methods 

This section describes the calculation of the least-squares
growth rate, the exponential (endpoint) growth rate, and the
World Bank’s Atlas methodology for calculating the conver-
sion factor used to estimate GNI and GNI per capita in U.S.
dollars. 

Least-squares growth rate 
Least-squares growth rates are used wherever there is a suffi-
ciently long time series to permit a reliable calculation. No
growth rate is calculated if more than half the observations
in a period are missing. 

The least-squares growth rate, r, is estimated by fitting a
linear regression trendline to the logarithmic annual values
of the variable in the relevant period. The regression equa-
tion takes the form 

ln Xt = a + bt,

which is equivalent to the logarithmic transformation of the
compound growth equation,

Xt = Xo (1 + r)t .

In this equation, X is the variable, t is time, and a = log Xo
and b = ln (1 + r ) are the parameters to be estimated. If b*

is the least-squares estimate of b, the average annual growth
rate, r, is obtained as [exp(b* )–1] and is multiplied by 100
to express it as a percentage. 

The calculated growth rate is an average rate that is rep-
resentative of the available observations over the entire pe-
riod. It does not necessarily match the actual growth rate be-
tween any two periods. 

Exponential growth rate 
The growth rate between two points in time for certain de-
mographic data, notably labor force and population, is cal-
culated from the equation 

r = ln (pn /p1 )/n,

where pn and p1 are the last and first observations in the
period, n is the number of years in the period, and ln is the
natural logarithm operator. This growth rate is based on 
a model of continuous, exponential growth between two
points in time. It does not take into account the intermedi-
ate values of the series. Note also that the exponential growth
rate does not correspond to the annual rate of change mea-
sured at a one-year interval which is given by (pn – pn-1)/pn-1.

The Gini index 
The Gini index measures the extent to which the distribution
of income (or, in some cases, consumption expenditure)
among individuals or households within an economy deviates
from a perfectly equal distribution. A Lorenz curve plots the
cumulative percentages of total income received against the
cumulative number of recipients, starting with the poorest in-
dividual or household. The Gini index measures the area be-
tween the Lorenz curve and a hypothetical line of absolute
equality, expressed as a percentage of the maximum area under
the line. Thus a Gini index of zero represents perfect equality,
and an index of 100 percent implies perfect inequality. 

World Bank Atlas method 
In calculating GNI and GNI per capita in U.S. dollars for
certain operational purposes, the World Bank uses a syn-
thetic exchange rate commonly called the Atlas conversion
factor. The purpose of the Atlas conversion factor is to re-
duce the impact of exchange rate fluctuations in the cross-
country comparison of national incomes. 

The Atlas conversion factor for any year is the average of
a country’s effective exchange rate with the G-5 countries (or
alternative conversion factor) for that year and those for the
two preceding years, after adjusting for differences in rates
of inflation between the country and the G-5 countries. A
country’s effective exchange rate is an average of its exchange
rates with a selection of other countries, usually weighted by
the country’s trade with those countries. The G-5 (Group of
Five) countries are France, Germany, Japan, the United
Kingdom, and the United States. A country’s inflation rate
is measured by its GNI deflator. The inflation rate for the
G-5 countries is measured by changes in the SDR deflator.
(Special drawing rights, or SDRs, are the International Mon-
etary Fund’s (IMF) unit of account.) The SDR deflator is
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calculated as a weighted average of the G-5 countries’ GDP
deflators in SDR terms. The weights are determined by the
amount of each currency included in one SDR unit. Weights
vary over time because the currency composition of the SDR
and the relative exchange rates for each currency both
change. The SDR deflator is calculated in SDR terms first
and then converted to U.S. dollars using the SDR-to-dollar
Atlas conversion factor. 

This three-year averaging smooths annual fluctuations in
prices and exchange rates for each country. The Atlas con-
version factor is then applied to a country’s GNI. The result-
ing GNI in U.S. dollars is divided by the country’s midyear
population for the latest of the three years to derive its GNI
per capita. When official exchange rates are deemed to be
unreliable or unrepresentative during a period, an alternative
estimate of the exchange rate is used in the Atlas formula (see
below). 

The following formulas describe the computation of the
Atlas conversion factor for year t: 

and for calculating GNP per capita in U.S. dollars for year t :
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where et* is the Atlas conversion factor (national currency to
the U.S. dollar) for year t, et is the average annual exchange
rate (national currency to the U.S. dollar) for year t, pt is the
GNI deflator for year t, pt

S$ is the SDR deflator in U.S. dol-
lar terms for year t, Yt

$ is the Atlas GNI in U.S. dollars in
year t, Yt is current GNI (local currency) for year t, and Nt is
the midyear population for year t.

Alternative conversion factors 
The World Bank systematically assesses the appropriateness
of official exchange rates as conversion factors. An alterna-
tive conversion factor is used when the official exchange rate
is judged to diverge by an exceptionally large margin from
the rate effectively applied to domestic transactions of for-
eign currencies and traded products. This is the case for only
a small number of countries (see the Primary data documen-
tation table in World Development Indicators 2001). Alterna-
tive conversion factors are used in the Atlas method and else-
where in the Selected World Development Indicators as
single-year conversion factors.
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